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1. Introduction

This is the first in a series of papers exploring the construction of algebraic codes using toric
residues. The technique of toric residues was introduced by David Cox in [4], and studied extensively
by several authors: see [8,10] and [22]. The present paper started with an attempt to apply the cor-
responding toric residue theorems to construct codes from toric varieties which could be candidates
for duals of toric evaluation codes. For this, one needs to resolve problems on several fronts:

• The first is to establish certain basic results for toric residues over finite fields, extending those
already studied and worked out in the above papers. See Theorem 1.1 below, for example.

• A technique that has proven convenient for constructing evaluation codes from higher dimen-
sional varieties is to apply methods of intersection theory. See [14] and [15]. One needs to extend
such techniques to codes constructed using toric residues. See Section 3.2.

• In the case of projective algebraic curves, the Riemann–Roch theorem enables one to compute
the parameters of the dual code, and the residue theorem enables one to relate residue codes
on curves to the dual of evaluation codes. One also needs to find suitable replacements for these
techniques. See Proposition 4.9 and Corollary 4.11.

• In order to apply the above techniques to the construction of quantum stabilizer codes, one needs
to be able to apply the above techniques to construct codes that contain their dual codes. See
Theorem 4.14.

In the present paper we make a start in this direction, by developing the general theory for toric
varieties and performing explicit computations for various toric surfaces. We hope to consider higher
dimensional cases such as toric threefolds in future work. A major motivation for us in studying
toric residue codes is to construct quantum stabilizer codes from toric varieties. It perhaps needs
to be pointed out that so far, the only algebraic geometry codes that have been used to produce
such quantum stabilizer codes are codes based on curves: our techniques seem to open up a way to
produce such codes not only from toric surfaces, but also from higher dimensional projective smooth
toric varieties.

The main ideas of the paper are now outlined. We begin with evaluation codes in Section 2. If X
is a toric variety, defined over the finite field k, E is a divisor on X and P = {P1, . . . , Pm} is a set of
k-rational points on X not contained in the polar part of E , then evaluation codes may be constructed
by evaluating sections of the line bundle OX (E) at the points in P . The parameters of such codes have
been analyzed, mainly for toric surfaces, using intersection theory: see [14].

The new construction we introduce here is that of residue codes, where instead of the set of
sections of a line bundle, Γ (X,OX (E)), one starts with Γ (X,ωX (E)), which is a set of differential
forms, and takes the local residues of these forms at the given k-rational points P = {P1, . . . , Pm}.
Such residue codes have been so far considered only for curves, and their importance, at least for
curves, stems from the fact that these residue codes on curves provide duals to the evaluation codes.
(Here dual means the dual code in the sense of standard coding theory.) In fact, the classical residue
theorem for curves plays a key role in proving the appropriate form of duality in this context which
then makes it possible to construct quantum stabilizer codes from algebraic curves. Together with
Riemann–Roch for curves, one can then estimate the parameters of evaluation codes and residue
codes on complete smooth curves. In Section 2, we review the basic techniques applying intersection
theory to estimate parameters of evaluation codes as well as basic material on toric residues. Section 3
begins with introducing toric residue codes. We follow this by extending the Hansen technique of
using intersection theory to estimate parameters of residue codes. This is followed by a detailed list
of hypotheses that need to be satisfied by the toric variety and a line bundle on it, so that codes may
be constructed from it.

In Section 4, we begin by proving the following theorem which will play a key role in the construc-
tion of toric residue codes. Throughout the paper k will denote a fixed finite field of characteristic p.

Theorem 1.1. (See Theorem 4.3.) Assume that X is a projective smooth toric variety of dimension d defined
over k. Let Di , i = 1, . . . ,d denote d effective ample divisors on X and let

⋂d
i=1 |Di | = {Ri} denote a set of
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k-rational points. Assume, in addition to the above situation, that for each point Ri one is given vi(Ri) ∈ k∗
so that the sum

∑
i vi(Ri) = 0. Then there exists a differential form η ∈ Γ (X,ω(

∑
i Di)) so that ResRi (η) =

vi(Ri).

This theorem follows along the same lines as the proof of the corresponding statement for non-
singular projective complex algebraic varieties in the place of X : see [12, (3.8) Theorem]. The main
difference is that such a statement in not true in general in positive characteristic – see [21]; however
the technique of Frobenius splitting for toric varieties enables one to prove such a result for projective
smooth toric varieties. We provide a complete proof of this theorem in Section 4.

For the remainder of the paper, we consider codes, C(X,ωX , E,P) where X is a smooth toric vari-
ety defined over a finite field k, E is divisor on X , ωX is the sheaf of top-differential forms on X , and
P is a given set of k-rational points on X . The code C(X,ωX , E,P) is obtained by taking the residue
of differential forms that satisfy certain conditions along E as defined more precisely in Section 3, at
the k-rational points in P . We prove that such codes, while not strictly the dual of evaluation codes,
are nevertheless useful in estimating the parameters of the duals of toric evaluation codes. This is the
content of Proposition 4.9 and Corollary 4.11, and these may be incorporated into the following main
result.

Theorem 1.2. Let X denote a smooth projective toric variety defined over a finite field k with X satisfying the
basic hypotheses in 3.4. Let P = {P1, . . . , Pm} be a set of k-rational points on X, and D, E divisors on X all
chosen as in 3.3.

(i) Then the modified residue code C(X,ωX , E,P), defined as in 4.3, maps surjectively onto the dual code
C(X, E,P)⊥ .

(ii) Therefore, the dual code C(X, E,P)⊥ has length m and dimension at least m − P , where P is the number
of lattice points in the polytope corresponding to the effective divisor E. Moreover, the minimum distance
of C(X, E,P)⊥ is at least the minimum distance of the residue code C(X,ωX , E,P).

The remainder of this section is devoted to applying this theorem to compute parameters of dual
codes: here the various hypotheses we listed in Section 3 on the choice of rational points and the
line bundle play an important role. Theorem 4.14 then shows how to obtain codes containing their
dual codes this way which would be useful in constructing quantum stabilizer codes on toric sur-
faces.

We discuss several examples in detail in Section 5: for example, construction of toric residue codes
on the projective plane, the projective plane with a point blown-up, and on Hirzebruch surfaces F2.
Quantum stabilizer codes for the usual P2 cannot be constructed; nevertheless, toric residue codes
may be produced from this example which we analyze in depth. We also explicitly compute the
dimensions of the space of global sections for the residue code and the dual code in this case: this
analysis seems valid only over the complex numbers, but nevertheless we hope it sheds some insight
into the relationship between the dimensions of these two spaces of global sections as stated in the
last theorem. This is followed by studying some applications of these techniques. This is explored in
Section 6 following upon the discussion in the last two examples discussed in Section 5. The following
is a summary of the results obtained for the construction of quantum stabilizer codes from the above
examples. In both of these examples the field k will be F2t

2 for some t so that c = |k∗| = 22t − 1.
In each case, a quantum stabilizer code with length = m (which is the number of k-rational points
where the residues are taken), dimension kQ , and distance dQ is constructed by starting with two
classical residue codes with parameters m, k, d and m′ , k′ , d′ . (At the beginning of Section 6, we
recall some of the background material on the construction of quantum stabilizer codes. The values
of k,k′,d and d′ are computed in the last two examples in Section 5.)

Examples 1.3. The projective space P2P2P2 with a point blown-up. In this case we construct quantum
stabilizer codes with parameters given by
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kQ = 2t
(
k + k′ − n

)
� 2t

(
(14/60)c2 − (434/60)c

)
,

dQ = min
(
d,3/2d′)� c2/2 + (1/6)c + 2. (1.0.1)

The Hirzebruch surface F2F2F2 . In this case the parameters of the corresponding quantum stabilizer codes
are given by

kQ = 2t
(
k + k′ − n

)
� 2t

(
(10/24)c2 − (271/30)c

)
,

dQ = min
(
d,3/2d′)� c2/2 + (13/12)c + 4. (1.0.2)

We conclude the paper by discussing briefly applications of toric residue codes to the decryption
of toric evaluation codes. The authors plan to extend these techniques to higher dimensional toric
varieties in the future.

Throughout the paper k will denote a finite field of characteristic p. We will restrict to the category
of smooth projective toric varieties over k. We would like to point out that though we work over a
fixed finite field, it may become necessary to consider a finite extension for all our results to hold
fully.

2. Review of basic techniques

In this section, which should serve as a reference, we recall the definition of evaluation codes
from algebraic varieties over finite fields and a technique, first introduced in [14], for estimating their
parameters using methods of intersection theory. We also quickly review rational differential forms
on toric varieties and their residues following [4].

2.1. Evaluation codes and their parameters via intersection theory

Definition 2.1 (Code definition). Let X be a smooth projective variety of dimension d over a finite
field k, and let L be a line bundle on X also defined over k. Given P1, P2, . . . , P M distinct k-rational
points on X , fix isomorphisms LPi ⊗OX,Pi

k(Pi) ∼= k at each stalk induced from the local triviality of
the line bundle L. Define the code C(X,L) as the image of the germ map

α : Γ (X,L) →
M⊕

i=1

L Pi
∼= kM .

It is customary to assume the map α is injective and this will be important in computing the param-
eters of the code. In case L = OX (E) = the line bundle associated to the divisor E , and the given
points P1, P2, . . . , P M are not contained in the polar part of E , this map is evaluation of a section of
L, viewed as a rational function, at each Pi , i.e. we send a section of L, viewed as a rational function
f , to the image of f ∈ OX,Pi /mPi

∼= k.

Remarks 2.2. 1. The definition of the code using the germ map depends on the choice of a local
trivialization. However, different trivializations clearly lead to equivalent codes.

2. Now Γ (X,L) = { f ∈ K (X) | ( f ) + E � 0, or f = 0} where K (X) is the function field of X .
3. By replacing E by an appropriately selected linearly equivalent divisor, one may ensure that

none of the points {Pi | i} are contained in the polar part of E; this may require a finite extension of
the base field: see [24, p. 134, Theorem 1]. We will henceforth always assume that this hypothesis is
satisfied.

Terminology: For the rest of the paper, if Y ⊆ Pn is a projective variety and f is an element of the
homogeneous coordinate ring of Y , we denote by Z( f ) the set {y ∈ Y : f (y) = 0}.
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Next we will consider the following rather well-known result in producing codes from higher
dimensional algebraic varieties.

Theorem 2.3. (See [14, Theorem 5.9].) Suppose X is a smooth and projective variety over k, d = dim X � 2,
and C1, C2, . . . , Cn are irreducible curves on X with k-rational points P1, P2, . . . , P M lying on the union of
the Ci . Assume there are � b k-rational points on each Ci . Let L = OX (G) be a line bundle with associated
divisor G such that the intersection numbers G • Ci � 0 for all i. Let

l = sup
s∈Γ (X,L)

#
{

i: Ci ⊆ Z(s)
}

where Z(s) is the divisor of zeros of s, s being a section of L.

(i) Then the code C(X,L) has length M and minimum distance

d � M − lb −
n∑

i=1

G • Ci .

(ii) If G • Ci = δ � N for all i, then

d � M − lb − (n − l)δ.

(iii) In particular, if X is a non-singular surface and H is a nef divisor on X with H • Ci > 0, then

l � D • H

mini{Ci • H} .

Thus if G • H < Ci • H for all i, then l = 0 and d � M −∑n
i=1 G •Ci . Moreover if d > 0, then the evaluation

map α in Definition 2.1 is injective.

2.2. Rational differential forms and residues

To do this systematically we will begin with a discussion of differential forms on projective spaces
followed by one on differential forms on smooth toric varieties. We will closely follow the treatment
in [4] in these.

Let f0, . . . , fd denote homogeneous polynomials of degree n in variables x0, . . . , xd which do not
vanish simultaneously on kd+1 except at the origin, and let g be a homogeneous polynomial of degree
ρ = (d + 1)(n − 1). Then we consider the d-form

Ω =
d∑

i=0

(−1)i xi dx0 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxd. (2.2.1)

As is well known, our assumptions on g and f0, . . . , fd imply that

ωg = gΩ

f0 · · · fd

descends to a global rational d-form on Pd , also denoted ωg . The affine open sets

Ui = {
x ∈ Pd: f i(x) �= 0

}
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clearly form an open cover U of Pd , and ωg is regular on U0 ∩ · · · ∩ Ud , so it is a Čech co-chain in
Cd(U ,Ωn

Pd ). Further, since U has d + 1 elements, ωg is a Čech co-cycle and thus defines a class

[ωg] ∈ Ȟd(U,Ωd
Pd

)∼= Hd(Pd,Ωd
Pd

)
.

Observe that on the open affine subscheme where x0 �= 0, the form Ω reduces to d(
x1
x0

)∧· · ·∧d( xn
x0

)

since x1
x0

, . . . , xn
x0

form a local system of parameters on this subscheme.
We will next consider a d-dimensional projective toric variety X over the fixed field k. X is now

determined by a complete fan
∑

in NR = Rd . As usual, M will denote the dual lattice of N = Zd (=
the lattice of characters of the dense torus T ), and Σ(1) will denote the set of 1-dimensional cones
in Σ . Each ρ ∈ Σ(1) determines a divisor Dρ on X and a generator nρ ∈ N ∩ ρ . (Standard references
for toric varieties are [13] and [23].) Alternatively, one may assume that the toric variety is defined by
a convex polytope in MR where the vertices are all assumed to have rational coordinates. One takes
the polynomial ring S over the base field k in variables xρ corresponding to each of the faces ρ of

the polytope. Two monomials
∏

ρi
xai
ρi and

∏
ρi

xbi
ρi are identified if there exists a character m ∈ M so

that aρi = 〈m,nρi 〉 + bρi for all ρi where nρi is the primitive generator in N of the half-line R+.ρi .
Therefore, the degree of the monomial

∏
ρi

xai
ρi is given by the class of the corresponding divisor∑

i aρi Dρi ∈ CH1(X) where Dρi is the divisor corresponding to the face ρi and CHi(X) denotes the
Chow group of dimension i-cycles modulo rational equivalence.

As explained in [5], X has the homogeneous coordinate ring S = k[xρ ], which is graded by

the Chow group Ad−1(X) so that a monomial
∏

ρi
x

aρi
ρi has degree defined above. Given a class

α ∈ Ad−1(X), we let Sα denote the graded piece of S in degree α; we write deg( f ) = α when f ∈ Sα .
We next construct an analog of the form (2.2.1). Fix an integer basis m1, . . . ,md for the lattice M.

Then, given a subset I = {ρ1, . . . , ρd} ⊂ Σ(1) consisting of d elements, we let

det(nI ) = det
(〈mi,nρ j 〉1�i, j�d

)
.

Here nρ j denote the primitive vectors in the lattice M along the rays ρ j . Also set dxI = dxρ1 ∧· · ·∧dxρd

and x̂I =∏
ρ /∈I xρ . Note that det(nI ) and dxI depend on how the ρ ∈ I are ordered, while their product

det(nI )dxI does not. Then we define the d-form Ω by the formula

Ω =
∑
|I|=d

det(nI )x̂I dxI (2.2.2)

where the sum is over all d-element subsets I ⊂ Σ(1). This form is well defined up to ±1, the sign
depending on the ordering of the basis m1, . . . ,md . We will call this an Euler form.

Now consider the graded S-module Ω̂d
S = S · Ω , where Ω is considered to have degree

β0 =
∑
ρ

deg(xρ) =
[∑

ρ

Dρ

]
∈ Ad−1(X).

Thus Ω̂n
S � S(−β0) as graded S-modules. By [5, Section 3], every graded S-module gives rise to

a sheaf on X , and by the sheaf associated to Ω̂d
S is exactly ωX , the sheaf of differential forms

of degree d. Furthermore, we can describe sections of ωX with prescribed poles as follows: see
[4, Proposition 2.1].

Let α ∈ Ad−1(X) be the class of a Cartier divisor, and let Y ⊂ X be defined by the vanishing of
f ∈ Sα . Then

H0(X,ωX (Y )
)=

{
g
Ω

f
: g ∈ Sα−β0

}
� Sα−β0 .
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If we choose f0, . . . , fβ ∈ Sβ , then f = f0, . . . , fd ∈ S(d+1)β . For each g ∈ S(d+1)β−β0 , we obtain a
d-form

ωg = g
Ω

f0 · · · fd
∈ ωX (U0 ∩ · · · ∩ Ud).

Here Ui is the complement in X of the zero locus of f i . Hence [ωg] defines a class in the Čech coho-

mology Ȟd(X,ωX ) ∼= Hd(X,ωX ) for all g . Moreover, if Di = Z( f i), then Z( f0. · · · fd) = ∑d
i=0 Di = D .

Therefore, the same ωg defines an element of Γ (X,ωX (D)): see Definition 3.1 below. The toric
residue of such an ωg is defined in [4] to be the image of this element under the trace map
Tr : Hd(X,ωX ) → k.

2.3. Cartier divisors associated to rational differential forms

Recall a rational differential form is a global section of the sheaf K (X) ⊗OX ωX . Choosing a local
trivialization of ωX by the open cover {Ui | i} of X with transition functions given by gi, j ∈ Γ (Ui ∩
U j,O∗

X ), this means a rational differential form on X is given by a collection {(V i, f i) | f i ∈ K (V i), i},
where {V i | i} is an open cover of X possibly refining {Ui | i} so that on Ui ∩ U j , f i = gi, j . f j . See [20].
Clearly the same data {(V i, f i) | f i ∈ K (V i), i} defines a Cartier divisor on X which we call the Cartier
divisor associated to the given rational differential form. If ω is a rational differential form, (ω) will
denote the associated Cartier divisor.

By taking the covering {V i | i} to be also a refinement of the affine open cover defined by the fan,
one may see that ωg above is a rational differential form, and that conversely any rational differential
form may be expressed as ωg for a suitable choice of g and f0, . . . , fd . (This observation follows
readily from the construction of the homogeneous coordinate ring of a toric variety as in [5]: see
especially [5, Lemma 2.2].)

Definition 2.4. In particular we let ωcan = Ω∏
ρ∈Σ(1) xρ

. The associated Cartier divisor is clearly the

canonical divisor K = −∑
ρ∈Σ(1) Dρ .

3. Toric residue codes

3.1. Definition of toric residue codes

Definition 3.1. Let X be a smooth projective toric variety as before of pure dimension d defined over
a finite field k, with c = |k∗|. Assume that {Di | i = 1, . . . ,d} are d effective divisors whose intersection
of supports contains the discrete set of k-rational points P = {Pi | i = 1, . . . ,m}. If E is a divisor and
L ∼= O(E) is the associated line bundle, ωX (E) will denote ωX ⊗ L. Now

Γ
(

X,ωX (E)
)= {

ω ∈ Γ
(

X, K (X) ⊗OX ωX
) ∣∣ (ω) + E � 0, or ω = 0

}
. (3.1.1)

Instead of using the map in 2.1 to map this code to km , we will make use of the following residue
map by sending the form ω to (ResP1 (ω), . . . ,ResPm (ω)). Here ResPi (ω) denotes the local Grothendieck
residue of ω at Pi . We will assume throughout the paper that this map is injective and the parameters
of the code will be computed under this assumption. This code will be denoted C(X,ωX , E,P). This will
be called the residue code associated to the line bundle O(E) and the set of rational points P .

3.2. Extension of the Hansen technique to toric residue codes

Henceforth we will make the following assumptions: the set {Pi | i = 1, . . . ,m} of rational points
are all in the dense orbit and all their coordinates are nonzero. We begin with the following observa-
tion (see [8, (0.4)]) on residues of rational functions on an n-dimensional split torus:
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Proposition 3.2. Let g1, . . . , gd,h ∈ k[t1, . . . , td] so that the following holds. Let u < |k∗|. For each i =
1, . . . ,d, j = 1, . . . , u, let ai( j) ∈ k∗ , so that for each i, ai(1), . . . ,ai(u) are all distinct. Let f = ( f1, . . . , fd) ∈
(k∗)d be a chosen point so that each fi is distinct from the ai( j), j = 1, . . . , u. Let gi(t1, . . . , td) be a polynomial
chosen in one of the two following ways:

(i) gi(t1, . . . , td) =∏u
j=1(ti − ai( j));

(ii) gi(t1, . . . , td) =∏u
j=1(ti − ai( j))

∏
j �=i(t j − f j).

Let P denote any one of the ud points in (k∗)d formed by taking as the i-th entry any of the u-points,
ai(1), . . . ,ai(u). Then the Jacobian J (g1, . . . , gd)(P ) �= 0, where P denotes any of the above points. There-
fore, the local residue of the form ω0 = hdt1∧···∧dtd

g1···gd
at each of the above points P is given by h(P )

J (g1,...,gd)(P )
. In

particular this is nonzero if h(P ) �= 0 as well.

3.2.1. We may in fact choose h = J (g1, . . . , gd) so that the local residue at each of the points Pi

of the form ω0 is 1. The differential form ω0 = J (g1,...,gd)t1···td dt1∧···∧dtd
g1···gd .t1···td

may be homogenized by sub-
stituting everywhere for the variables ti in terms of the homogeneous coordinates x1, . . . , xN and
by observing that the form dt1∧···∧dtd

t1···td
homogenizes to Ω

x1···xN
. Here N = |�(1)| = the number of

1-dimensional rays in the fan �. (See [7, Theorem 4].) (Observe that the multi-degree in (t1, . . . , td)

of J (g1, . . . , gd)t1 · · · td = deg(g1. · · · gd).) Thus the above form ω0 defines a global rational differential
form, which we denote by ω0. Clearly ωcan is also a global rational differential form and ω0 = gωcan

where g is the rational function obtained by homogenizing J (g1,...,gd)t1···td
g1···gd

. It follows that the divisors
associated to the form ωcan and ω0 are linearly equivalent. The latter restricts to ω0 on the dense
torus, and therefore, has local residue 1 at all the ud rational points P considered above. Therefore,
for computations that involve divisors up to linear equivalence, we may assume that ResP (ωcan) = 1
for any of the ud rational points P chosen above. However, the two forms ω̄0 and ωcan are distinct
and we will, in general, distinguish between the two.

Remark 3.3. Since ω0 = gωcan , the polytope associated to the line bundle ωX (D) ∼= OX (D + K ) is a
translate of the polytope associated to the line bundle ωX (D + div(g)) ∼= OX (D + K + div(g)). This
observation will be used in working with the polytopes for the examples considered in Section 5. The
divisor K + div(g) will be denoted K ′ henceforth.

For any divisor F on X , recall the definitions

Γ
(

X,OX (F )
)= {

f ∈ K (X)
∣∣ div( f ) + F � 0, or f = 0

}
and

Γ
(

X,ωX (F )
)= {

ω ∈ Γ
(

X, K (X) ⊗ ωX
) ∣∣ (ω) + F � 0, or ω = 0

}
.

Proposition 3.4. Multiplication by the differential form ω̄0 induces an isomorphism Γ (X,OX (F + K ′)) →
Γ (X,ωX (F )). Moreover, if F = D − E (where D = div(g)∞) for some effective divisor E and f ∈ Γ (X,

OX (F + K ′)), ResPi ( f .ω̄0) = f (Pi), i = 1, . . . ,m.

Proof. Let f ∈ Γ (X,OX (F + K ′)). Then div( f ) + K ′ + F � 0. But K ′ is the Cartier divisor associated
to ω̄0, so that ( f .ω̄0) + F = div( f ) + (ω̄0) + F � 0. It follows that multiplication by ω̄0 sends f ∈
Γ (X,OX (F + K ′)) to f ω̄0 ∈ Γ (X,ωX (F )). Since one may multiply by 1/ f , the bijectivity of the above
map is clear. This proves the first assertion. Let f ∈ Γ (X,OX (F + K ′)) with E as above. Then

div( f )0 − div( f )∞ + D − E + K + div(g)0 − div(g)∞ = div( f )0 − E + K + div(g)0 − div( f )∞

since D = div(g)∞ . Therefore, the hypothesis that div( f ) + D − E + K ′ � 0 implies that div( f )∞ is
contained in div(g)0 which is disjoint from the points {Pi | i = 1, . . . ,m}. Therefore, ResP ( f ω̄0) =
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f (P ).ResP (ω̄0) = f (P ) since ResP (ω̄0) = 1 for all the chosen points P . This proves the second asser-
tion. �

The proposition above shows that the residue ResP ( f ω̄0) = 0 if and only if f (P ) = 0 where P is
one of the chosen rational points. Therefore, we obtain the following variant of Hansen’s theorem
discussed above.

Theorem 3.5. Suppose X is a projective smooth toric variety over the finite field k and d = dim X � 2.
C1, C2, . . . , Cn are irreducible curves on X with k-rational points P1, P2, . . . , Pm distributed over the
curves Ci , and which are assumed to be among the ud k-rational points considered above in Proposition 3.2.
Assume there are at most b points on each Ci , these points are all contained in the dense orbit, and have all
coordinates different from zero. For each i = 1, . . . ,d, let Di denote the divisor defined by the closure of

Z
(

gi(t1, . . . , td)
)= {

(x1, . . . , xd) ∈ Gd
m

∣∣ gi(x1, . . . , xd) = 0
}
.

(Note that
⋂d

i=1 |Di | clearly contains the rational points P = {P1, . . . , Pm}.)
Assume the following hypotheses as well:

(i) Let F be a divisor on X and let F ′ = F + K ′ , where K ′ = K + div(g) is the divisor considered above in
Proposition 3.4.

(ii) Let Z(s) = {P ∈ X | s(P ) = 0} where s ∈ Γ (X,OX (F ′)), and let

l = sup
s∈Γ (X,OX (F ′))

#
{

i: Ci ⊆ Z(s)
}
.

(iii) Assume F ′ • Ci � 0 for all i = 1, . . . ,m.

Then the code C(X,ωX , F ,P) has length m and minimum distance

d � m − lb −
m∑

i=1

F ′ • Ci .

If F ′ • Ci = δ � N for all i, then

d � m − lb − (n − l)δ.

In particular, if X is a non-singular surface and H is a nef divisor on X with H • Ci > 0, then

l � F ′ • H

mini{Ci • H} .

Thus if F ′ • H < Ci • H for all i, then l = 0 and d � m − ∑n
i=1 F ′ • Ci . Moreover if d > 0 the residue map

Γ (X,ωX (E)) → km in Definition 3.1 is injective.

Proof. The proof reduces to the original form of Hansen’s theorem quoted above if one makes use
of the equality that ResPi (s.ω̄0) = s(Pi) at all the points Pi , i = 1, . . . ,m proved in the last proposi-
tion. �
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3.3. Basic hypotheses on the choice of rational points

One obvious choice of the set of k-rational points are all the k-rational points belonging to the
open dense orbit: assuming the tori are all split, this corresponds to picking these points to be all
the k-rational points in Gd

m if dimk(X) = d. This is the common choice made in the construction
of classical codes from toric varieties – see [15]. For the purposes of our constructions below, and
especially for the applications to residue codes, it seems nevertheless preferable to consider a slightly
smaller subset of k-rational points chosen as follows. Let k[Gd

m] = k[t1, t−1
1 , t2, t−1

2 , . . . , td, t−1
d ]. The

variable ti will also denote the i-th coordinate of a point in Gd
m . For each rational point a ∈ k∗ and i =

1, . . . ,d, we let Di,a denote the divisor which is the closure of div(ti − a) in the given toric variety X .
We will often denote this by Z(ti − a) as well. For a subset J i of the k-rational points forming the
i-th factor of Gd

m , we let D Ji =∑
a∈ J i

Di,a . For each divisor F , we let |F | denote its support.
We choose the divisors as follows. We let J i = k∗ , for i = 1, . . . ,d. For each i = 1, . . . ,d, we let

f i ∈ k∗ denote a single chosen rational point. Then we let J ′
i ⊆ J i − { f i} be such that | J ′

i | � |k∗|/2. In
the case Di,a is ample for each i and any a ∈ k∗ , we let

D1 =
∑

a∈k∗|a �= f1

D1,a +
d∑

j=2

D j, f j , where f1 = 1 and

Di =
∑

a∈k∗|a �= f i

Di,a, i = 2, . . . ,d. (3.3.1)

(See the first example in Section 5 where this situation occurs.) Otherwise we let

Di = D J ′i +
∑
j �=i

D j, f j , i = 1, . . . ,d. (3.3.2)

We let | J ′
i | = ni and also let D ′

i = D J ′i . In this case, observe that the intersection
⋂d

i=1 |D ′
i | has at least

(c/2)d k-rational points in the dense orbit with c = |k∗|, whereas the intersection
⋂d

i=1 |Di | has more
points. This intersection always contains the point f = ( f1, . . . , fd) when Di is defined by (3.3.2).

The basic hypotheses we put in both the above cases are the following:

Di,a • V (ρ) � 0, i = 1, . . . ,d,(
d∑

i=1

Di,a

)
• V (ρ) > 0 and

d⋂
i=1

|Di| is finite (3.3.3)

where V (ρ) denotes any of the d − 1-dimensional cones in the given fan and a ∈ k∗ .

Remark 3.6. These hypotheses need to be verified on a case by case basis: we show these are satis-
fied in all the two-dimensional examples we consider in Section 5. The importance of the first two
conditions is so that the next Proposition is true, which together with the last condition enables one
to apply Theorem 4.3 as well as Theorem 4.1. The last hypothesis is automatically satisfied by toric
surfaces: now the prime divisors appearing in each Di are lines and they intersect with the dense or-
bit in an open nonempty subvariety. Therefore, the set of points on the union of these divisors lying
outside the dense orbit is finite.
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Proposition 3.7. Under the hypothesis (3.3.3), each of the divisors Di defined above is ample.

Proof. In case each Di,a is ample, it is clear that so is Di = ∑
a∈k∗|a �= f i

Di,a . Next we consider the
second case where Di = D J ′i +

∑
j �=i D j, f j . Here we make use of the observation that the divisors Di,a

and Di,b are linearly equivalent for any two k-rational points a,b ∈ k∗ . This assertion follows from the
next lemma. Therefore,

Di • V (ρ) = D J ′i • V (ρ) +
∑
j �=i

D j, f j • V (ρ)

= ∣∣ J ′
i

∣∣Di,a • V (ρ) +
∑
j �=i

D j,a • V (ρ) =
(∑

i

Di,a

)
• V (ρ) + (∣∣ J ′

i

∣∣− 1
)

Di,a • V (ρ)

where a ∈ k∗ is any point. Since (
∑

i Di,a) • V (ρ) > 0 by our hypothesis (3.3.3), it follows that
Di • V (ρ) > 0 as well. Therefore, the conclusion follows readily from the toric Nakai criterion: see
Theorem 5.1. �
Lemma 3.8. The divisor Di,ai is linearly equivalent to Z(xi), for any k-rational point ai .

Proof. First observe that the divisor Di,ai = the closure of Z(ti − ai) in X , where ti denotes the i-th
coordinate on the torus T = Gd

m . On homogenizing, this divisor becomes Z(xi − aiφi) where φi are
chosen as in 3.4(4) below. Multiplying by the rational function xi

(xi−aiφi)
, we see that this divisor is

linearly equivalent to the divisor Z(xi). �
Remark 3.9. The divisors D ′

i need not be ample in general. This is the main reason for introducing the
divisors Di : see the second and third examples considered in Section 5 where this occurs. The hy-
potheses in (3.3.3) are merely convenient hypotheses that will ensure ampleness of the divisors Di as
proved above. Moreover, these hypotheses seem to be verified in the examples of surfaces considered
in Section 5 and also several higher dimensional examples.

We let D ′ denote the divisor
∑n

i=1 D ′
i and D denote the divisor

∑n
i=1 Di . We let

P = {Pi | i = 1, . . . ,m} (3.3.4)

denote the set of points in the intersection of
⋂d

i=1 |Di | and the dense orbit.

We will denote the remaining points in
⋂d

i=1 |Di | by {Pm+1, . . . , P M}.

3.4. Basic hypotheses on the toric variety and the line bundle

We will make the following hypotheses throughout the remainder of the paper. The first two are
merely observations or notational conventions, the conditions (2), (3) and (7) are basic hypotheses on the toric
variety and on the shape of the corresponding polytope, while (4) is a condition on the Euler form and (5), (6)
are conditions on the line bundle.

(0) Given an n-dimensional toric variety defined over a field k, by taking a finite extension of the
field, we may assume all the orbits are in fact split tori. Therefore, we will assume, without loss
of generality that for all toric varieties that we consider all the orbits are in fact split tori. The
divisor of zeros of a homogeneous polynomial p (i.e. an element of the homogeneous coordinate
ring of the toric variety: see [5]) will be denoted Z(p).

(1) The cardinality of k∗ is denoted c. (Observe that, if k = Fps for some prime p and s � 1, then
c = ps − 1.)
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(2) X is a smooth projective toric variety defined over k by the complete fan Σ ⊆ N or equivalently
by the rational polytope P ⊆ MR . Let Σ(1) = {ρi | i = 1, . . . , N} denote the 1-dimensional cones
in the fan, and let {xi | i = 1, . . . , N} denote the corresponding variables in the associated homo-
geneous coordinate ring of X . We will often denote the divisor Z(xi) by Bi .

(3) We will assume that d = dimk X = dimR(MR). We will also assume that d faces of the polytope P
lie on the coordinate planes in Rd ∼= MR: we may assume without loss of generality these faces
correspond to the variables xi , i = 1, . . . ,d.

(4) Let (t1, . . . , td) denote coordinates on the dense torus T = Gd
m . On homogenizing the differential

form

dt1 ∧ · · · ∧ dtd∏n1−1
j=1 (t1 − b1( j)) · · ·∏nd−1

j=1 (td − bd( j))

using the technique in [7, Theorem 4] in terms of the variables x1, . . . , xN , we obtain a differential
form of the form

Ω∏n1−1
j=1 (x1 − b1( j)φ1) · · ·∏nd−1

j=1 (xd − bd( j)φd)x
rn+1
d+1 · · · xrN

N

.

Here each bi( j) ∈ k∗ . φi is a product of non-negative powers of the variables xd+1, . . . , xN and
each ri ∈ Z. We also require that the weight of xi = the weight of φi . In particular, this means,
on the dense orbit, the coordinates (t1, . . . , td) are given by ti = xi/φi , i = 1, . . . ,d. Moreover,
this involves calculating the dti using the quotient rule: we are assuming implicitly that the
characteristic of the field is such that the above differential form in homogeneous coordinates is
not identically zero.

(5) We will also assume that the given line bundle L = OX (E), where

E = ed+1
(

Z(xd+1 − hd+1ψd+1)
)+ · · · + eN

(
Z(xN − hNψN)

)
with the variables (i.e. faces) xd+1, . . . , xN distinct from the variables xi , i = 1, . . . ,d, and where ψ j
is a polynomial in the variables different from x j with weight of ψ j = the weight of x j . Moreover,

hi ∈ k are chosen so that the intersection |E| ∩ (
⋂d

i=1 |Di |) is empty. We also require ei > 0 for
all i and that

∑N
i=d+1 ei � d.

(6) In addition, we require that there exists a section s0 ∈ Γ (X,L) of the following form:
(a) If the divisors Di are chosen as in (3.3.1), we require this to be given by

(x2 − f2φ2)
g2 · · · (xd − fdφd)

gd

(xd+1 − hd+1ψd+1)
ed+1 · · · (xN − hNψN)eN

.

(b) If the divisors Di are chosen as in (3.3.2), we require this to be given by

(x1 − f1φ1)
g1 · · · (xd − fdφd)

gd

(xd+1 − hd+1ψd+1)
ed+1 · · · (xN − hNψN)eN

,

where the f i are chosen as in 3.3 and the gi are non-negative integers. Observe that s0(Pi) �= 0
for any of the chosen points above. This follows from the observation that the points Pi have all
coordinates different from f i , i = 1, . . . ,d.

(7) A generic point on the 1-dimensional rays ρi , for i = d + 1, . . . , N belongs to the region of NR ∼=
Rd with all the coordinates x1, . . . , xd , non-positive.

From the examples worked out in Section 5, one may see that these hypotheses are in fact satisfied in
many cases. Observe also that since {Pi | i = 1, . . . , M} ⊆ ⋂d

i=1 |Di |, |E| ∩ {Pi | i = 1, . . . , M} is empty,
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i.e. the global sections of the line bundle L = OX (E), viewed as rational functions on X , do not have
poles at any Pi , i = 1, . . . , M .

3.5. Generic examples of toric varieties satisfying some of the above hypotheses

We discuss a class of examples of toric varieties for which some of the above hypotheses are
easy to verify. We discuss a few of these at length in the last section, where we verify all of these
hypotheses.

Proposition 3.10. Given d functions g1, . . . , gd as in Proposition 3.2 so that their common zeroes is a finite
set of points in Gd

m, there exists a projective toric variety X such that the divisor Di = the closure of Z(gi)

in X, i = 1, . . . ,d, and the divisors Di , i = 1, . . . ,d, have as intersection the same finite set of points {P } =⋂d
j=1 Z(gi). In particular, X may be chosen to be one of the following: (i) (P1)d, (ii) Pd or (iii) Pd(w) which is

a weighted projective space with suitable choice of weights.

Proof. There are two obvious possible constructions of a toric compactification. The first is (P1)d .
The second is Pd . Moreover, if the variables xi are weighted by weights wi (not necessarily 1), then
the corresponding toric compactification would be the corresponding weighted projective space. The
statement that the intersection of the divisors Di coincides with the same set of points {P } follows
readily from the arguments in [8, (1.3)–(1.3′)]: it suffices to observe that the leading terms of the
polynomials gi satisfy the hypothesis in [8, (1.3)]. �

The following proposition shows that starting with projective smooth toric varieties satisfying the
above basic hypotheses, one may attempt to produce more examples of such varieties by blowing up
along smooth toric subvarieties contained in the complement of the dense open orbit.

Proposition 3.11. Let π : X̃ → X denote the blow up of a projective smooth d-dimensional toric variety over k
along some closed T -stable subvariety, where T is the dense torus in X. Let Di , i = 1, . . . ,d, denote the closure
of Z(gi) in X, where the gi are defined as in Proposition 3.2. Let D̃i denote the closure of Z(π∗(gi)) in X̃ . If
the intersection

⋂d
i=1 |Di | is contained in T , so is the intersection

⋂d
i=1 |D̃i |.

Proof. This is clear in view of the observation that since the center of the blow up is outside the
dense orbit, the inverse image of the dense torus in X by π is the dense torus in X̃ . �
4. Duality results and estimation of parameters

4.1. Duality results

The following theorem is well known over the complex numbers even when the divisors are not
ample. (See [12,6].) For the purposes of this paper, it suffices to prove this theorem only when the
divisors Di are ample. We will provide of this theorem that is valid over any field in this case and
making use of the ideas in the proof of Theorem 4.3. Therefore, we sketch a proof only after the proof
of Theorem 4.3.

Theorem 4.1. Let X denote a smooth projective toric variety defined over a field k. Let d = dimk(X). Let
D1, . . . , Dd denote n effective ample Cartier divisors whose intersection is a finite set of k-rational points. Let
ω denote a differential form in Γ (X,ωX (D1 + · · · + Dn)), i.e. ω has poles contained in

∑d
i=1 Di . Then∑

x∈⋂d
i=1 |Di |

Resx(ω) = 0

where Resx(ω) denotes the local residue of the differential form ω at x.
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Next we consider some key results on residues which form a converse to the above theorem.
Since the case when X = Pd is rather simple and straightforward, we will consider this next. We will
assume that x1, . . . , xd, xd+1 are the homogeneous coordinates on Pd .

For each i = 1, . . . ,d let di denote a positive integer � c and let Bi = ∑di
j=1 Z(xi − ai( j)xd+1). Let

{R� | �} denote all the k-rational points that lie in the intersection of the supports of all Bi , i =
1, . . . ,d.

Lemma 4.2. (See [27, pp. 36–37].) Let R1 = (R1,1, . . . , R1,d), R2 = (R2,1, . . . , R2,d) denote two arbitrarily
chosen distinct points from the set {R� | �} above. Then there exists a differential form η1,2 ∈ Γ (X,ω(

∑
i Bi))

so that ResR1 (η1,2) = 1, ResR2 (η1,2) = −1, and ResR�
(η1,2) = 0 for all � �= 1,2.

Proof. We let

η1,2 =
(

1

(x1/xd+1 − R1,1) · · · (xd/xd+1 − R1,d)

− 1

(x1/xd+1 − R2,1) · · · (xd/xd+1 − R2,d)

)
d(x1/xd+1) ∧ · · · ∧ d(xd/xd+1).

First the term d(x1/xd+1) ∧ · · · ∧ d(xd/xd+1) is simplified using the quotient rule to Ω/xd+1
d+1.

Next the term 1
(x1/xd+1−R1,1)···(xd/xd+1−R1,d)

simplifies to
xd

d+1
(x1−R1,1xd+1)···(xd−R1,dxd+1)

and the term

1
(x1/xd+1−R2,1)···(xd/xd+1−R2,d)

simplifies to
xd

d+1
(x1−R2,1xd+1)···(xd−R2,dxd+1)

.

Now a key point here is the following: the terms in the numerator that do not contain xd+1
d+1 as a

factor will cancel out when the difference

1

(x1/xd+1 − R1,1) · · · (xd/xd+1 − R1,d)
− 1

(x1/xd+1 − R2,1) · · · (xd/xd+1 − R2,d)

is simplified and written with the common denominator which is the product of the two denomi-
nators. Therefore, all the remaining terms in the numerator will have xd+1

d+1 as a factor, and this will

cancel with the xd+1
d+1 in the denominator of Ω/xd+1

d+1. Therefore, η1,2 is identified with the form:

Ω g

(x1 − R1,1xd+1)(x1 − R2,1xd+1) · · · (xd − R1,dxd+1)(xd − R2,dxd+1)
(4.1.1)

where g is some homogeneous polynomial in the variables x1, . . . , xd, xd+1. In particular, the poles of
this differential form are contained in the union of the supports of the divisors Bi . One may compute
the residues at the points R1 and R2 and observe these are 1 and −1, respectively. The residues at
the other points R� , � �= 1,2 are clearly zero since the above differential form has no poles at these
points. �
Theorem 4.3. Assume that X is a projective smooth toric variety of dimension d defined over k by a poly-
tope P satisfying the basic hypotheses as in 3.4. Di , i = 1, . . . ,d is a set of effective ample divisors on X and⋂d

i=1 |Di | = {R� | � = 1, . . . , M} where each R� is a k-rational point of X . Assume that for each point R� , one is
given v�(R�) ∈ k∗ so that the sum

∑
� v�(R�) = 0. Then there exists a differential form η ∈ Γ (X,ωX (

∑
i Di))

so that ResR�
(η) = v�(R�).

Proof. A corresponding result is proven for the special case when X = Pd in [27, pp. 36–37], where
the divisor Di = Bi as in the last lemma. Since this proof is straightforward we will discuss this next,
the key starting point being the above lemma. Recall M denotes the total number of the given rational
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points {R� | �}. For each pair of points Ri1 , Ri2 among the given rational points, let ηi1,i2 denote the
differential form constructed in the last lemma. We show there exists a rational linear combination
of these differential forms, η = ∑

i1,i2
xi1,i2ηi1,i2 satisfying the required properties. Here the xi1,i2 are

the variables and there are altogether N = ( M
2

) = M(M−1)
2 such variables. Taking the residues of the

form η at the given points {R� | �} provides us with the following system of M-linear equations in
the above variables: ∑

i1,i2

ResR1(ηi1,i2)xi1,i2 = v1(R1)

...∑
i1,i2

ResRm (ηi1,i2)xi1,i2 = v M(RM). (4.1.2)

Since each fixed point R� appears along with every other point Rm as a pair (R�, Rm), and
ResR�

(η�,m) = 1, ResRm (η�,m) = −1, one may readily observe the following: (i) the rank of the cor-
responding coefficient matrix is M − 1, and (ii) the sum of the rows of the augmented matrix (i.e. the
matrix whose first columns are the coefficients of the variables and whose last column is the right-
hand sides of the equation) is 0. It follows that the ranks of the augmented and coefficient matrices
are both M − 1 so that (4.1.2) has a solution in kN . This concludes the proof for the case X = Pd

where the divisor Di = Bi .
Next we consider the general case. The proof we give now largely follows the proof of the corre-

sponding assertion in characteristic 0 for general projective smooth varieties worked out in [12, (3.8)
Theorem]. We will show that the same proof carries over to projective toric varieties. A key observa-
tion here is that Kodaira vanishing holds for these varieties in view of the observation that they are
Frobenius split: see [3, Chapter 1]. (Though they state their results over algebraically closed fields, one
may see that the same arguments as in the proof of [3, 1.2.9 Theorem] carry over readily to smooth
toric varieties over finite fields. We have outlined some of the key results on Frobenius splitting over
finite fields, in Appendix A.)

One begins with the observation that, Serre duality provides the isomorphism:

Hd(X,ωX ) ∼= k, Hi(X∗,ωX
)= 0, i � d (4.1.3)

where X∗ = X − (
⋂

i |Di |) =⋃
i(X − |Di |). Therefore, one obtains the exact sequence:

Hd−1(X∗,ωX
)→ Hd⋂

i |Di |(X,ωX ) → Hd(X,ωX ) ∼= k → 0. (4.1.4)

By excision, the term Hd⋂
i |Di |(X,ωX ) is identified with

⊕
Ri

Hd
Ri

(X,ωX ). Moreover, the map

Hd
Ri

(X,ωX ) → k identifies with taking the residue at the point Ri . The exactness of the sequence
in (4.1.4) now shows that if νi ∈ k, i = 1, . . . , M are such that

∑
i νi = 0, then there exists a class

φ ∈ Hd−1(X∗,ωX ) so that if φ̄i denotes the image of φ in Hd
Ri

(X,ωX ), then the local residue of φ̄i

at Ri equals νi , i = 1, . . . ,m. Therefore, in order to complete the proof of the theorem it suffices to
show that there exists a global differential d-form Ω ∈ H0(X,ωX (

∑d
i=1 Di)) that maps to the class φ

by the map in (4.1.7).
Next we make use of the hypothesis that each of the divisors Di is ample. Making use of the

observation that projective smooth toric varieties are Frobenius split (see [3, Chapter 6]), this implies
that

Hi(X,ωX (Di1 + · · · + Dip )
)= 0, i > 0 (4.1.5)
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for any subset {i1, . . . , ip} of p-elements in 1, . . . ,d. Next we make a complex out of{
ωX (Di1 + · · · + Dip )

∣∣ 1 � i1, . . . , ip � d
}

as follows: the term in degree q, 1 � q � d, is given by⊕
i j∈S, |S|=q

ωX (Di1 + · · · + Diq )

where the sum varies over subsets S of {1 � i1, . . . , iq � d} with cardinality q. The differential

δ :
⊕

i j∈S, |S|=q

Γ
(
U ,ωX (Di1 + · · · + Diq )

)→
⊕

jk∈T , |T |=q+1

Γ
(
U ,ωX (D j1 + · · · + D jq + D jq+1)

)
is given by δ(αi1,...,iq ) j1,..., jq+1 = ∑q+1

k=1(−1)kα j1,..., ĵk,..., jq+1
with the form α j1,..., ĵk,..., jq+1

viewed as a

form with poles contained in D j1 + · · · + D jq + D jq+1 . Since the above argument already appears in
[12, (3.8) Theorem], at least in the case of complex varieties, we skip the proof that this defines a
complex. This complex will be denoted ωX (D•).

We proceed to show that the above complex is acyclic on X∗ by constructing a chain null-
homotopy of the above complex. It will follow that the complex ωX (D•) provides a resolution of
the sheaf j∗(ω|X∗), where j : X∗ → X denotes the obvious open immersion. Let x denote a fixed point
of X∗ , and let t denote an index 1 � t � d so that x ∈ X − |Dt |. Let α ∈ ⊕

i j∈S, |S|=q Γ (U ,ωX (Di1 +
· · ·+ Diq )), where U ⊂ X −|Dt | is an open neighborhood of x. Let θ(α) ∈⊕

i j∈T , |T |=q−1 Γ (U ,ωX (Di1 +
· · · + Diq−1 )) be defined by

θ(α)l1,...,lq−1 = αt,l1,...,lq−1 . (4.1.6)

Observe that the form αt,l1,...,lq−1 ∈ Γ (U ,ωX (Dt + Dl1 + · · · + Dlq−1 ))
∼= Γ (U ,ωX (Dl1 + · · · + Dlq−1 ))

since U ⊆ X − |Dt |. Therefore, θ defines a map

θ :
⊕

i j∈S, |S|=q

Γ
(
U ,ωX (Di1 + · · · + Diq )

)→
⊕

i j∈T , |T |=q−1

Γ
(
U ,ωX (Di1 + · · · + Diq−1)

)
.

Now it suffices to show that d ◦θ +θ ◦d = id: this is readily checked using the definition of θ . Observe
that this argument is very similar to the argument for the exactness of the Čech resolution of a sheaf
constructed using an open cover.

It follows from the above arguments that the i-th cohomology of the complex Γ (X,ωX (D•)) com-
putes the cohomology Hi(X∗,ωX ). Since the complex ωX (D•) terminates with ω(

∑d
i=1 Di), it follows

that one has a surjection

H0

(
X,ωX

(
d∑

i=1

Di

))
→ Hd−1(X∗,ωX

)→ 0. (4.1.7)

This completes the proof of the theorem. �
Proof of Theorem 4.1. Let ω denote a differential form in Γ (X,ωX (D1 + · · · + Dd)), i.e. ω has
poles contained in

∑d
i=1 Di . As shown above ω defines a class in Hd−1(X∗,ωX ) which maps to⊕

Pi
Hd

P (X,ωX ). The latter map is sending ω to (ResP�
(ω) | �). The proof of the last theorem (see

the exact sequence in (4.1.4)), now also shows that the sum
∑

� ResP�
(ω) = 0. This completes the

proof of Theorem 4.1. �
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Remark 4.4. The statement that global residue is zero for an ω as in Theorem 4.1 will follow from
the definition of the residue as a Čech form as in [4], but the statement that the sum of the local
residues is also zero does not seem to follow this way. The authors are not aware of any other proof
of this statement that holds in all characteristics.

Throughout the remainder of this section, we will assume that the basic hypotheses 3.3 and 3.4 hold. In
particular {P1, . . . , Pm} will denote the points chosen as in (3.3.4).

4.2. The example of projective spaces

Proposition 4.5. Assume in addition to the above hypotheses that N = d + 1, where N is the number of
variables in the homogeneous coordinate ring of X as in 3.4(2), the divisor E = ed+1 Z(xd+1 − x1), and that
the weight of each xi , i = 1, . . . ,d is 1. Assume further that the divisors Di,a are all ample and that

D1 =
∑

a∈k∗|a �= f1

D1,a +
d∑

j=2

D j, f j , Di =
∑

a∈k∗|a �= f i

Di,a, i = 2, . . . ,d.

(This situation occurs in the first example considered in Section 5.)
Then there exists a section s ∈ Γ (X,L) so that the following conditions are satisfied:

(1) div(s)0 ⊆ |Dd, fd |,
(2) s is regular at all the points {Pi | i = 1, . . . ,m} and
(3) div(s)∞ = E.

If ed+1 � d, there exists a section s ∈ Γ (X,L) so that instead of (1) above, div(s)0 ⊆ |D2, f2 + · · · + Dd, fd |.

Proof. It follows readily that each φi = xd+1, where φi is as in 3.4(4). We let s = (xd− fdxd+1)
ed+1

(xd+1−x1)
ed+1 . In

this case it is clear that s(Pi) �= 0 at all the chosen points Pi , i = 1, . . . ,m, div(s)0 ⊆ |Dd, fd | and that

div(s)∞ = E . Alternatively one may choose s = (x2− f2xd+1)g2 ...(xd− fdxd+1)gd

(xd+1−x1)
ed+1 with gi � 1 chosen in such

a way that
∑d

i=2 gi = ed+1. In this case one may also verify that the intersection
⋂d

i=1 |Di | has only
one point outside the dense orbit which is the point with homogeneous coordinates [1 : 0 : . . . : 0].
This point is not in the support of E . This is discussed in more detail in the first example considered
in Section 5, for the case d = 2. �
Corollary 4.6. Under the same hypotheses as in the last Proposition the following hold:

(i) There exists a section t ∈ Γ (X,L) so that the conditions (1) and (2) in the last proposition are satisfied
and div(t)∞ = 2E.

(ii) There exists an ω ∈ Γ (X,ω(
∑

i Di + 2Dd, fd − 2E)) so that ResPi (ω) �= 0 for all the chosen rational
points P i .

Proof. In order to prove (i), we may choose t = s2 where s is the first section chosen in the last
proposition. Then the required hypotheses on t are easy to verify.

Next we consider (ii). One starts with a differential form ω′ ∈ Γ (X,ω(
∑d

i=1 Di)) chosen as in the
proof of Theorem 4.3 so that ResPi (ω

′) �= 0 for all the points Pi , i = 1, . . . ,m. Let t denote a section
of L chosen as in (i). Now we let

ω = ω′

t
= ω′

s2
. (4.2.1)
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In view of Proposition 4.5 clearly ω belongs to Γ (X,ωX (D1 + · · · + Dd + 2Dd, fd − 2E)). Since the
support of E is disjoint from the support of {Pi | i = 1, . . . ,m}, t is regular at all points of {Pi | i}.

t(Pi) is nonzero by assumption at the points Pi . Therefore, ResPi (ω) = ResPi (
ω′
s2 ) = ResPi (ω

′)
s(Pi)

2 �= 0 at

each Pi , i.e. ResPi (ω) �= 0 for each point Pi . �
We will return to the general situation, i.e., where the divisors Di are chosen as in (3.3.2), for the

remainder of this section.

4.3. The modified evaluation and residue codes associated to an effective divisor E

Let L denote an ample line bundle on X associated to an effective divisor E . Now L = O(E). Let
s denote a section of L. We send any such section s to (s(P0), s(P1), . . . , s(Pm), s(Pm), s(Pm+1), . . . ,

s(P M)) ∈ kM . Letting P = {P1, . . . , Pm}, we define the code C(X, E,P) to be the image in kM by
the evaluation map s �→ (s(P1), . . . , s(Pm), . . . , s(P M)), of the k-subspace {s ∈ Γ (X,L) | s(Pi) = 0, i =
m + 1, . . . , M}. In view of the fact that the last M − m coordinates are zero, one may view the code
C(X, E,P) as a subspace of km .

Assume that the divisors Di , i = 1, . . . ,d are chosen as in (3.3.1). In this case we let D̄1 = D1 +∑d
i=2 Di, f i , and D̄i = Di , i = 2, . . . ,d. Therefore, the sum

∑
i Di +∑d

i=2 Di, f i =∑
i D̄ i and |D̄i | = |Di |,

for each i so that
⋂d

i=1 |D̄i | =⋂d
i=1 |Di |. Consider

C(X,ωX , E,P) =
{
α ∈ Γ

(
X, K (X) ⊗OX ωX

) ∣∣∣ (α) + D +
d∑

i=2

Di, f i − E � 0

}
,

where ωX denotes, as before, the sheaf of top-degree differential forms on X . We call this the modified
residue code in this case.

Assume next that the divisors Di , i = 1, . . . ,d, are chosen as in (3.3.2). Let σ denote a permutation
of 1, . . . ,n so that σ(i) �= i for all i. Now let D̄i = Di + Dσ(i), fσ(i) , i = 1, . . . ,d. Therefore,

∑d
i=1 D̄i =∑d

i=1 Di +∑d
i=1 Di, f i and |D̄i | = |Di |, for each i so that

⋂d
i=1 |D̄i | =⋂d

i=1 |Di |. In this case we let

C(X,ωX , E,P) =
{
α ∈ Γ

(
X, K (X) ⊗OX ωX

) ∣∣∣ (α) + D +
d∑

i=1

Di, f i − E � 0

}
,

where ωX denotes, as before, the sheaf of top-degree differential forms on X . We call this the modified
residue code in this case.

Definition 4.7. We define Res : C(X,ωX , E,P) → km ⊆ kM by sending

α ∈ C(X,ωX , E,P) �→ (
ResP1(α), . . . ,ResPm (α),0, . . . ,0

)
.

Definition 4.8. Let w ∈ (k∗)m . For a code C ⊆ km , we define

C⊥
w =

{
x ∈ km

∣∣∣∑
i

wixi yi = 0 for any y ∈ C

}
. (4.3.1)

In case wi = 1, for all i, we will denote C⊥
w by C⊥ .

Proposition 4.9. Assume the above situation. Then Theorem 4.1 implies that the image of the code
C(X,ωX , E,P) (defined above) under the residue map Res above is contained in C(X, E,P)⊥ .
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Proof. We will explicitly consider only the proof in the second case where the divisors are defined
as in (3.3.2), and the other case is similar. The key observation is that in both cases |D̄i | = |Di |
for all i = 1, . . . ,d. Let f ∈ C(X, E,P). Recall from above that f (Pi) = 0, for all i = m + 1, . . . , M .
If α ∈ C(X,ωX , E,P), then the product f α has poles contained in

⋃n
i=1 |D̄i | = ⋃n

i=1 |Di |, so that
Theorem 4.1 and the observation above show the sum

∑
p∈⋂n

i=1 |D̄i |
Resp( f α) =

∑
p∈⋂n

i=1 |Di |
Resp( f α)

=
∑

p∈⋂n
i=1 |Di |

f (p)Resp(α) = 0. (4.3.2)

In particular, we may replace ResPi (α) by 0 for all i = m + 1, . . . , M . The required conclusion fol-
lows. �
Remark 4.10. One may now use this result to provide a lower bound estimate for the dimension of
C(X, E,P)⊥ .

Under the above hypotheses we obtain the following corollary to the last proposition.

Corollary 4.11.

(i) Assume the above situation. Given any sequence {r j ∈ k | j = 1, . . . ,m} with the property that∑
j

f (p j)r j = 0 for any global section f ∈ C(X, E,P),

there exists a differential form ω′ ∈ C(X,ωX , E,P) so that ResPi (ω
′) = ri, i = 1, . . . ,m. (The divisor

Di, f i is defined in 3.3.)
(ii) Therefore, the residue map of Definition 4.7 sends C(X,ωX , E,P) onto C(X, E,P)⊥ .

Proof. Consider the sequence {ri s0(Pi) | i = 1, . . . ,m}, where s0 is the chosen section in Γ (X,L),
chosen as in 3.4(6), i.e. s0(Pi) �= 0 for all i = 1, . . . ,m. Define r j = 0 for all j = m + 1, . . . , M . Next
recall s0 ∈ K (X) so that div(s0) + E � 0, where L = OX (E). Since r j = 0 for all j = m + 1, . . . , M ,
clearly the sum

∑
j r j s0(P j) = 0, where the sum is taken over all the k-rational points in the inter-

section
⋂d

i=1 |Di |, so that by Theorem 4.3, there exists a differential form ω ∈ Γ (X,ωX (
∑d

i=1 Di))

with ResPi (ω) = ri s0(Pi), i = 1, . . . , M . Now consider the differential form ω′ = ω
s0

; since s0 is regular

and does not vanish at each point Pi , i = 1, . . . ,m, it follows that ResPi (ω
′) = ResPi (

ω
s0

) = ResPi (ω)

s0(Pi)
= ri ,

i = 1, . . . ,m. The hypotheses on ω and s0 show that ω′ ∈ Γ (X,ωX (
∑d

i=1 Di + ∑d
i=2 Di, f i − E)) =

C(X,ωX , E,P) in case the divisors Di are defined as in (3.3.1), and that ω′ ∈ Γ (X,ωX (
∑d

i=1 Di +∑d
i=1 Di, f i − E)) = C(X,ωX , E,P) in case the divisors Di are defined as in (3.3.2). This proves the

first statement, and the second is clear. �
Remarks 4.12. 1. Even if the residue map in Definition 4.7 is not necessarily injective, this is enough
to provide an estimate for the width of the code C = C(X, E,P)⊥ .

2. Observe that for the evaluation code above, we only consider sections f ∈ Γ (X,L) so that
f (Pi) = 0, for all i = m + 1, . . . , M . For the residue codes we also send Pi to 0 ∈ k, i = m + 1, . . . , M .
Therefore, we may restrict just to the first m coordinates, and assume both the evaluation and residue
maps map into km .
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Corollary 4.13. Under the basic hypotheses as in 3.4 and 3.3 there exists a differential form

ω1 ∈ C(X,ωX ,2E,P)

so that ResPi (ω1) �= 0 at all the chosen rational points {Pi | i = 1, . . . ,m}.

Proof. Observe that C(X,ωX ,2E,P) = Γ (X,ωX (
∑d

i=1 Di + ∑d
i=2 Di, f i − 2E)) in case the divisors

are defined as in (3.3.1), and = Γ (X,ωX (
∑d

i=1 Di + ∑d
i=1 Di, f i − 2E)) in case the divisors Di are

defined as in (3.3.2). We will consider explicitly only the second case, the first being similar.
Choose a sequence ri ∈ k∗ , i = 1, . . . ,m so that

∑m
j=1 ri s2

0(Pi) = 0. Then there exists a differen-

tial form ω′
1 ∈ Γ (X,ω(

∑d
i=1 Di)) so that ResPi (ω

′
1) = ri s2

0(Pi), i = 1, . . . ,m. Next let ω1 = ω′
1

s2
0

. Now

ResPi (ω1) = ResPi (ω
′
1)

s2
0(Pi)

= ri , i = 1, . . . ,m. Clearly,

ω1 ∈ Γ

(
X,ω

(
d∑

i=1

Di +
d∑

i=1

Di, f i − 2E

))
. �

Theorem 4.14. Let w ∈ km be defined by wi = ResPi (ω1) where ω1 is the differential form chosen as in
Corollary 4.13. Let C = C(X, E,P)⊥w defined as in (4.3.1). Then C ⊇ C⊥

w .
If q = 2n, for some n > 0, then any element of Fq is a square. In particular, wi = v2

i for some vi ∈ F∗
q . Let

v = (v1, . . . , vn) and let gv be coordinate-wise multiplication by v = (v1, . . . , vn). Then the code C ′ = gv(C)

(which is equivalent to C ) has the property C ′ ⊇ C ′⊥ with respect to the standard inner product on Fqn .

Proof. Since the second assertion is clear, we will only prove the first. If g1, g2 ∈ Γ (X,L), then

ω.g1.g2 ∈ Γ

(
X,ω

(
D1 + · · · + Dd +

d∑
i=1

Di, f i

))
.

Observe that the intersection of the supports of the divisors
⋂d

i=1 |D̄i | =⋂d
i=1 |Di | = P = the original

set of rational points as in 3.3. Now D1 + · · · + Dd + ∑d
i=1 Di, f i = ∑d

i=1 D̄i . It follows that if g1, g2
denote sections of C = C(X, E,P), i.e. sections of Γ (X,L) that vanish at the points Pm+1, . . . , P M ,

M∑
i=1

ResPi (ω)
[

g1(Pi)g2(Pi)
]=

∑
Pi∈

⋂d
i=1 |Di |

ResPi (ω)
[

g1(Pi)g2(Pi)
]=

∑
Pi∈

⋂d
i=1 |Di |

Respi (ω.g1.g2) = 0.

Since g1(Pi) = g2(Pi) = 0 for all i = m + 1, . . . , M , the last equality implies

m∑
i=1

ResPi (ω)
[

g1(Pi)g2(Pi)
]= 0. �

4.4. Estimation of the parameters

For the rest of the paper we will assume that q = 2n for some n > 0. Next we proceed to estimate the
parameters of the codes C = C(X, E,P)⊥ . For the sake of simplicity we will restrict to the case where
X is a toric surface: the higher dimensional case will be dealt with elsewhere. Clearly the length of
all these codes is m = the number of chosen rational points. The dimensions of these codes may be
estimated as follows: given a line bundle L = OX (E) (associated to the divisor E and) generated by
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global sections, one may readily compute the dimension of its global sections as the number of lattice
points in the corresponding polytope P . Let this be denoted |P |. Recall the vector space C(X, E,P) is
the subspace {s ∈ Γ (X,L) | s(Pi) = 0, i = m + 1, . . . , M}. Since the map s �→ s(Pi) is a k-linear map
of k-vector spaces, one may then estimate the dimension of C(X, E,P) as follows:

|P | � dim
(
C(X, E,P)

)
� |P | − (M − m). (4.4.1)

Therefore, the dimension of the dual code C = C(X, E,P)⊥ may be estimated as

dim(C) � |P| − |P | = m − |P |. (4.4.2)

Finally one makes use of Theorem 3.5 to compute the distance of the code C . In view of the
above results the distance of the code C is bounded below by the distance of the code C(X,ωX , E,P).
Therefore, it suffices to show that the hypotheses of Theorem 3.5 are in fact satisfied by the code
C(X,ωX , E,P). We proceed to show this presently.

Let cl(Z(ti −ai)) denote the closure of Z(ti −ai) in X . Observe that the curves Ci as in Theorem 3.5
that contain the rational points are given by Ca1 = cl(Z(t1 − a1( j1))) for ai( j) ∈ k∗ . Clearly there are c
possible choices of these points and hence such curves.

Proposition 4.15. Assume the 1-dimensional rays ρi , for i = 3, . . . , N in the fan of X , belong to the region of
NR ∼= R2 with the coordinate x1 non-positive as in the hypothesis 3.4(7). Let C denote any of the curves Cai as
above.

(i) Then the intersection numbers C • Z(xi) � 0 for all i = 1, . . . , N and C • Z(x2) > 0.
(ii) Consequently the intersection numbers C • (D − E + K ) > 0 provided c is sufficiently large in comparison

with e3, . . . , eN and is chosen as in 3.4. Therefore, in this case, the hypotheses of Theorem 3.5 are satisfied
by the code C(X,ωX , E,P).

Proof. In view of Lemma 3.8, it suffices to consider the intersection numbers C • Z(xi) = Z(x1)• Z(xi).
Now we make use of the computation of the intersection numbers as in the example in [23, p. 80].
In case i � 2, then these are either 0 or 1 depending on if the rays corresponding to the toric divisors
Z(x1), Z(xi) form a 2-dimensional cone in the fan of X or not. Therefore, if i � 2, the above intersec-
tion numbers are clearly non-negative. Recall also that Z(x1) • Z(x2) = 1 by the hypotheses in 3.4(3).
Now it suffices to consider the case where i = 1. Using the standard conventions used for defining
the homogeneous coordinate ring of a projective toric variety (see [5]) we will use the variable xi
also to denote the corresponding 1-dimensional ray in the fan. In this case the computation of these
intersection numbers proceeds by finding one-dimensional cones ρ ′ and ρ ′′ so that the cones x1 +ρ ′
and x1 + ρ ′′ are both 2-dimensional cones in the fan of X so that n(ρ ′) + n(ρ ′′) + a1n(x1) = 0. Here,
n(η) denotes the primitive element in the lattice N along the 1-dimensional cone η and a1 is an in-
teger. Observe that at most one of the two cones ρ ′ and ρ ′′ can be the cone x2. Therefore, the other
cone must be one of x3, x4, . . . , xN . At this point, the first hypothesis in the proposition implies that
the integer a1 above must be non-negative. Since the intersection number Z(x1) • Z(x1) equals the
number a1 (see [23, p. 80]) the first conclusion of the proposition follows.

Next we consider the second statement. For this, observe first that the dimension of X (i.e. d in
the above theorem) is now 2 and by 3.3, the number of rational points {Pi} is m � (c/2)2.

The divisor F (F ′) in Theorem 3.5 is now given by D − E =∑2
i=1 Di − E (D − E + K ′ , respectively).

Since K is linearly equivalent to K ′ , C • (D − E + K ′) = C • (D − E + K ).
Recall D = D1 + D2, where Di , i = 1,2 is defined by either (3.3.1) or (3.3.2). In either case, one

may see readily that C • (D − E + K ) � (c/2)(C • (Z(x1)+ C • (Z(x2))))−∑N
i=3(ei + 1)(C • Z(xi)). Now

the intersection numbers above may be computed using (i): observe that C • Z(xi) for i = 3, . . . , N
are either 0 or 1, all of C • Z(xi) � 0 for i = 1,2 with at least one of them positive. Moreover, Z(x1) •
Z(xi) > 0 for only one of xi , i = 3, . . . , N . Therefore, the intersection number C • (D − E + K ) > 0 if c
is sufficiently large in comparison with e3, . . . , eN . This completes the proof of the proposition. �
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To complete the determination of the distance of the code C(X,ωX , E,P), it suffices to estimate
the number l in Theorem 3.5 and the intersection numbers Ca1 • (D − E + K ). Apart from the following
general techniques that we will use in computing the parameter l, this will be handled on a case by
case basis and several examples are worked out in detail in the next section.

Proposition 4.16. Assume the basic hypotheses in 3.4 and that X is a toric surface.

(i) Let R, S denote two effective divisors on X so that if R = ∑l
i=1 Ri and S = ∑m

j=1 S j with Ri , S j the
corresponding irreducible components, the {Ri} are all distinct from the {S j}. Let f ∈ Γ (X,OX (S − R))

so that it vanishes identically on the irreducible curves C1, . . . , C p in X, and so that all the Ci are distinct
from the prime divisors R j s. Then f ∈ Γ (X,OX (S − R −∑p

j=1 C j)).

(ii) Let F ′ = D + K ′ , where K ′ = K + div(g), and where g is the homogenization of the rational function
J (g1,...,gd)t1···td

g1···gd
. Suppose f ∈ Γ (X,OX (F ′ − E)) so that it vanishes identically on the irreducible curves

C1, . . . , C p in X, and so that all the Ci ’s are distinct from the prime divisors E j in E and the prime divisors
in K . Then the rational function f g ∈ Γ (X,OX (D −∑p

i=1 Ci − E + K )), and hence also in Γ (X,OX (D −
E + K )).

Proof. (i) The main observation is that the following conditions are satisfied: (i) since f vanishes
identically on the curves Ci and on the components of the divisor R , and the curves Ci are all
assumed to be distinct from the divisors R j , div( f )0 = B + ∑p

i=1 Ci + R where B is effective, and
S − div( f )∞ � 0. Therefore, div f −∑p

j=1 C j − R + S = div( f )0 − div( f )∞ −∑p
j=1 C j − R + S � B � 0.

This proves (i).
(ii) Recall from 3.2.1 that the rational function g is the homogenization of J (g1,...,gd)t1···td

g1···gd
. Since the

gi are defined as in Proposition 3.2, one may observe that D = div(g)∞ . Therefore,

div( f ) + D + K ′ − E = div( f ) + D + K + div(g) − E

= div( f )0 − div( f )∞ + D − div(g)∞ + div(g)0 + K − E

= div( f )0 + K − E + div(g)0 − div( f )∞ � 0.

Since the divisors Ci do not appear as prime divisors in E or K , and since f vanishes identically on Ci ,
i = 1, . . . , p, it follows that div( f )0 −∑p

i=1 Ci + K − E + div(g)0 − div( f )∞ � 0 and div(g)0 � div( f )∞ .
This proves div( f )0 −div( f )∞ +div(g)0 −div(g)∞ −∑p

i=1 Ci + D + K − E � 0, i.e. div( f g)−∑p
i=1 Ci +

D + K − E � 0. �
Remarks 4.17. In [15], a variant of (i) in the last Proposition is used when R is trivial, i.e. S − R is
effective. Then there are no assumptions on the curves. In the present formulation, we need to assume
that the curves Ci are all distinct from the divisors R j so that there is no possible cancellation among
these.

The above proposition may clearly be adapted to higher dimensional toric varieties by replacing
the irreducible curves Ci by prime divisors.

Lemma 4.18.

(i) Let R = ∑l
j=1 Z(x1 − a1( j)φ1), R̄ = l Z(x1) and let S denote any divisor on X. Then the assignment

f �→ f .
xl

1∏l
j=1(x1−a1( j)φ j)

defines a bijection Γ (X,OX (S − R)) → Γ (X,OX (S − R̄)).

(ii) Let R = ∑N
j=3 e j Z(x j − h jψ j), R̄ = e3 Z(x3) + ∑N

j=4 e j Z(x j − h jψ j) and S denote any divisor on X.

Then the assignment f �→ f .
x

e3
3

(x3−h3ψ3)e3 defines a bijection Γ (X,OX (S − R)) → Γ (X,OX (S − R̄)).
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(iii) Let S = ∑m1
j=1 Z(x1 − a1( j)φ1) + ∑m2

j=1 Z(x2 − a2( j)φ2), S̄ = m1 Z(x1) + m2 Z(x2) and let R de-

note any divisor on X. Then the assignment f �→ f .
∏m1

j=1(x1−a1( j)φ1)
∏m2

j=1(x2−a2( j)φ2)

x
m1
1 x

m2
2

defines a bijection

Γ (X,OX (S + R)) → Γ (X,OX ( S̄ + R)).

Proof. (i) If g = f .
xl

1∏l
j=1(x1−a1( j)φ j)

, then it is clear that div( f ) = div(g)−l Z(x1)+∑l
j=1 Z(x1 −a1( j)φ j).

Now substituting this into div( f ) + S − R � 0 proves that div(g) + S − R̄ � 0. This proves (i).

(ii) If g = f .
x

e3
3

(x3−h3ψ3)e3 , then it is clear that div( f ) = div(g) − e3(Z(x3)) + e3 Z(x3 − h3ψ3). Now

substituting this into div( f ) + S − R � 0 proves div(g) + S − R̄ � 0. This proves (ii), and the proof
of (iii) is similar. �
Remark 4.19. In case ψ3 = x1 and φ1 = x3 as occurs in the second and third examples considered in
the next section, one may choose h3 = 1. Since we have already assumed h3 is different from all the
a1( j), this will ensure that the {Ei} and {F j} are all distinct as required in Proposition 4.16 above.
Clearly this result extends to higher dimensional toric varieties.

5. Examples

In this section we consider several examples of toric surfaces: projective spaces of dimension 2,
projective spaces of dimension 2 blown-up at a point and Hirzebruch surfaces. In all of these cases,
we will let X denote the toric surface over which the code is defined, E will be an effective divisor
and P = {P1, . . . , Pm} will be a collection of k-rational points all chosen as before. The ground field k
be an arbitrary finite field unless explicitly stated otherwise. The goal of this section is to complete
the explicit determination of the parameters of the dual code C = C(X, E,P)⊥ in the above examples.

Recall that the cardinality of k∗ is c by assumption. In the first example, there are exactly (c − 1)2

rational points Pi at which one takes the residues of the sections s ∈ ωX (E). Therefore, the length of
the code is (c − 1)2.

An important observation that we use in computing the various intersection numbers is the fol-
lowing toric Nakai criterion: see [23, Theorem 2.18].

Theorem 5.1. Let X denote a nonsingular projective toric variety over a field k of dimension d. Then a divisor D
on X is ample if and only if the intersection number (D • V (τ )) > 0 for the closed subvariety V (τ ) of X
associated to a d − 1-dimensional cone in the fan of X .

We will verify the criterion (3.3.3) in each of the following cases for the divisors defined there: in
view of the above theorem it will follow that the divisors Di , i = 1,2 are ample.

Example 5.2. P2 with L = OP2 (r) = OP2 (E). Here the fan is given by e1 = ( 1
0

)
, e2 = ( 0

1

)
, and e3 =

−e1 − e2. The homogeneous coordinate ring has three variables xi corresponding to each of the ei

which are divisors. We choose the polytope with vertices given by the vectors v1 = ( 0
0

)
, v2 = ( r

0

)
and

v3 = ( 0
r

)
for a fixed positive integer r. Now the inward normals to the faces of the above polytope

will be the vectors e1, e2, and e3 = −e1 − e2. This polytope corresponds to the line bundle OP2 (r) on
P2 so that dim Γ (P2,L) = the number of lattice points contained in the above polytope including its
boundary. Clearly this will work out to be (r + 1)(r + 2)/2. Therefore, the dimension of the resulting
code denoted C(X, E,P) above is bounded below by (r + 1)(r + 2)/2 − 1.

We proceed to verify the basic hypotheses in 3.4 and 3.3 are satisfied. We first compute the inter-
section numbers:

Z(x1) • Z(x1) = Z(x2) • Z(x2) = 1, Z(xi) • Z(x j) = 1 if i �= j.
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It follows readily from this computation that the divisor Di,a = Z(xi − ax3) is ample for each i = 1,2,
and a ∈ k∗ . Therefore, the hypotheses in (3.3.3) are satisfied. Observe that E = r Z(x3 − x1) (which is
linearly equivalent to Ē = r Z(x3)), and that

D1 =
c−1∑
j=1

Z
(
x1 − a1( j)x3

)+ Z(x2 − f2x3), D2 =
c−1∑
j=1

Z
(
x2 − a2( j)x3

)
where k∗ = {ai( j) | j = 1, . . . , c}, i.e. ai(c) = f i , i = 1,2. Observe that K = −Z(x1)− Z(x2) − Z(x3). One
may also observe that the only point in |D1| ∩ |D2| not in the dense orbit is the single point with
homogeneous coordinates [1 : 0 : 0], so that M = m + 1 in this case. Clearly this point is not in |E|.

One may verify readily that the hypotheses in (3.4)(0) through (3), (5), and (7) are satisfied. We
let s0 = (x2−a2(c)x3)r

(x3−x1)r : one can verify readily this satisfies 3.4(6). The form

dt1 ∧ dt2∏n1−1
j=1 (t1 − a1( j)).

∏n2−1
j=1 (t2 − ad( j))

when homogenized becomes

xn1+n2−5
3 Ω∏n1−1

j=1 (x1 − a1( j)x3).
∏n2−1

j=1 (x2 − a2( j)x3)

which shows the hypothesis in 3.4(4) is also satisfied. The same section s0 provides a section s that
satisfies the hypothesis in Proposition 4.5. In this case div(s)0 = D2, f2 and div(s)∞ = E .

Next we let s = (x2−a2(c)x3)2r

(x3−x1)2r . Now div(s)0 = 2D2, f2 and div(s)∞ = 2E . By Corollary 4.6, there exists

a differential form ω ∈ Γ (X,ω(D1 + D2 + 2D2, f2 − 2E)). Now it is straightforward to verify that
ResPi (ω) �= 0 for any point Pi , i = 1, . . . ,m. It follows that the above section satisfies the hypotheses
in Corollary 4.6.

Next observe that D = ∑c−1
j=1 Z(x1 − a1( j)x3) + ∑c

j=1 Z(x2 − a2( j)x3). Therefore, D + K − E is
linearly equivalent to (c − 2)Z(x1) + (c − 1)Z(x2) − (r + 1)Z(x3). Therefore, the corresponding sup-
port function h (see [23, p. 72]) is given by h(e1) = −(c − 2) = −c + 2, h(e2) = −(c − 1) = −c + 1,
and h(e3) = r + 1. It follows that the corresponding polytope is given by P = {m ∈ MR | 〈m,e1〉 �
−c +2, 〈m,e2〉 � −c +1, 〈m,e3〉 � r +1}. Therefore, P has as faces the lines x1 = −c +2, x2 = −c +1,
and −x1 − x2 = r + 1: see figure below.

Recall that there are exactly (c − 1)2 rational points Pi at which one takes the residues of the
sections s ∈ Γ (X,ωX (D − E)). Therefore, the length of the code is (c − 1)2. The chosen rational points
all lie on the curves, Z(x1 − a1( j)x3), a1( j) ∈ k∗ . Next suppose there are l (0 � l � c) such divisors so
that a nonzero rational function f ∈ Γ (X,OX (D + K ′ − E)) vanishes identically on these l curves, i.e.

div( f )0 − Z
((

x1 − a1( j)x3
))

� 0 (5.0.3)
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for all j = 1, . . . , l. Observe that this is equivalent to ResPi (ω) = 0 for all k-rational points Pi on these
curves, when ω = gωcan , with g ∈ Γ (X,OX (E)). First an application of Proposition 4.16(ii) will show
that Γ (X,OX (D + K − E −∑l

j=1 Z(x1 −a1( j)x3))) �= {0}. Recall that f1 = 1 by our hypotheses, so that
all the a1( j) �= 1 and therefore the hypotheses of this proposition are satisfied.

Now an application of Lemma 4.18(i) with R =∑l
j=1 Z(x1 −a1( j)x3), R̄ = l Z(x1), and S = D + K − E

will show that Γ (X,OX (D + K − E − l Z(x1))) �= {0}. Next we apply Lemma 4.18(iii) with S = D =
D1 + D2, R = K − E − l Z(x1), and S̄ = (c − 1)Z(x1) + c Z(x2) to conclude that

Γ
(

X,OX
(
(c − 1)Z(x1) + c Z(x2) + K − E − l Z(x1)

)) �= {0}.

Another application of Lemma 4.18(ii) with S = (c − 1)Z(x1) + c Z(x2) + K − l Z(x1), R = r Z(x3 − x1),
and R̄ = r Z(x3) will show that Γ (X,OX (D + K − Ē − l Z(x1))) �= {0}, i.e.

Γ
(

X,OX
(
(c − 2)Z(x1) + (c − 1)Z(x2) − (r + 1)Z(x3) − l Z(x1)

)) �= {0}. (5.0.4)

This shows that if f is a section that vanishes on the l lines as in (5.0.3), then there is a global section
simultaneously for the line bundle corresponding to the above polytope and also for the line bundle
corresponding to the polytope associated to the divisor (c − 2 − l)Z(x1) + (c − 1)Z(x2) − (r + 1)Z(x3).
The latter is a polytope with the left vertical side on the line x = −c + 2 + 1. Therefore, we need
−c + 2 + l � c − r − 2 where (c − r − 2,−c + 1) is the right-most vertex of the polytope above. This is
equivalent to

l � 2c − r − 4 � 2c − r. (5.0.5)

Next we proceed to compute the intersection numbers ((D + K − E −l.Z(x1))•(Z(x1))). As observed
above, D + K − E is linearly equivalent to (c −2)Z(x1)+(c −1)Z(x2)−(r +1)Z(x3). Therefore, one may
compute the intersection number ((D + K − E − l.Z(x1))• (Z(x1))) to be (c −2−1).1+ (c −1)− (r +1).
It follows that the number of zeroes of f is bounded above by

l.c + (c − l − 2).1 + (c − 1) − (r + 1) � lc + c − l − 2 + c − r − 2

= l(c − 1) + 2c − r − 4 � 2c2 − rc − 4.

Next we will let r and c be such that

5/4(c − 1) � r � 9/8(c − 1). (5.0.6)

Therefore, one may compute the dimension and distance to be bounded below by

dimension(C) � (c − 1)2 − (r + 1)(r + 2)/2 � 7/32(c − 1)2 − 15/8(c − 1) − 1,

distance(C) � 1/8c2 − 25/8c + 5. (5.0.7)

In order to obtain a good family of codes, we may proceed as follows. Now we choose a fixed algebraic
closure k̄ of k and run through all finite extensions of k inside k̄. Recall c denotes the number nonzero
elements in the ground field k: we can let c → ∞ by running through all finite subfields of k̄. At the
same time we also let r → ∞ with r and c satisfying the relations in (5.0.6). Therefore, the ratio
dimension(C)/length(C) is bounded below by 7/32 and also

lim
length(C)→∞

dimension(C)/length(C) = 7/32.



Author's personal copy

40 R. Joshua, R. Akhtar / Finite Fields and Their Applications 17 (2011) 15–50

Similarly the ratio distance(C)/length(C) is bounded below by 1/8 and also

lim
length(C)→∞

dimension(C)/length(C) = 1/8.

Therefore, it is easy to see that we obtain a good family of codes this way, just from P2.
We conclude this example by computing the dimension of the code Γ (X,ωX (D − E)) explicitly

and comparing that with the dimension of the code dual to Γ (X,OX (E)), under the assumption that
k = C. Though this is not needed for estimation of the parameters of the code, we hope that this
computation will shed some insight into the duality results we obtained earlier in this section. First
observe that D − E is linearly equivalent to (c − 1)B1 + cB2 − rB3, where Bi = Z(xi). By Serre duality,
one observes that

Γ
(

X,ωX (D − E)
)∼= H2(X,OX (rB3 − (c − 1)B1 − cB2)

)∨ ∼=
⊕
m∈M

(
H2

Z(h,m)(NR;C)∨
)
e(m),

where Z(h,m) = {n ∈ NR | 〈m,n〉 � h(n)}, and h is the support function associated to the divisor rB3 −
(c − 1)B1 − cB2. (See [23, p. 75].) Therefore, for H2

Z(h,m)
(NR;C) to be nontrivial, one needs Z(h,m) =

{0}, and in this case, H2
Z(h,m)

(NR;C) ∼= C. Now observe that the support function h associated to the
line bundle OX (rB0 − (c − 1)B1 − cB2) is given by h(e1) = c − 1, h(e2) = c, and h(e3) = −r. Therefore,
on the cone σ1 spanned by e1 and e2, h(ae1 + be2) = 〈c(e∨

1 ) + c(e2)
∨,a.e1 + b.e2〉 = c(a + b) − a.

Similarly on σ2 spanned by e2 and e3, h(ae2 + b.e3) = ac − rb and on the cone σ3 spanned by e3
and e1, h(ae3 + be1) = −ar + bc − b. If m = xe∨

1 + ye∨
2 , one may compute 〈m,ae1 + be2〉 = ax + by,

〈m,ae2 + be3〉 = −b(x + y) + ay, and 〈m,ae3 + be1〉 = −a(x + y) + bx. Therefore, in order that the
condition Z(h,m) = {0} to hold, we need the three following inequalities to be satisfied for all a > 0
or b > 0:

ax + by < ca + cb − a, in the cone σ1,

ay − b(x + y) < ac − rb, in the cone σ2 and

−a(x + y) + bx < −ra + bc − b, in the cone σ3. (5.0.8)

Clearly we may choose 0 < x < c − 1 and 0 < y < c so that the first inequality is satisfied. We may
let b = 0 to conclude from the second inequality that y < c and by letting a = 0, b �= 0 there to
conclude r < x + y. From the third inequality we may conclude similarly that x < c and that r < x + y.
The required region satisfying all the above inequalities is now the triangle with vertices (c − 1, c),
(r − c, c) and (c − 1, r − c + 1). Therefore, one may conclude that the dimension of the k-vector

space Γ (X,ωX (D − E)) = (2c−r−1)2

2 . On the other hand, the dimension of the k-vector space which

is the dual code of Γ (X,OX (E)) is given by (c − 1)2 − (r+1)(r+2)
2 . It follows that if c is sufficiently

large in comparison with r, the dimension of the dual code is smaller than the dimension of the
code Γ (X,ωX (D − E)), though both are O (c2). (This also provides independent confirmation that the
residue code computed using Γ (X,ωX (D − E)) is in general larger than the dual code: we had proved
earlier in Theorem 1.2 that the first maps surjectively to the latter.)

Example 5.3. Next we consider a projective space of dimension 2 with a point blown-up as follows.
Now we will consider the refined normal fan consisting of the vectors u1 = ( 1

0

)
, u2 = ( 0

1

)
, u3 = (−1

−1

)
,

and u4 = ( 0
−1

)
.

We next consider the polytope with vertices v1 = ( 0
0

)
, v2 = ( r

0

)
, v3 = ( r−s

s

)
, and v4 = ( 0

s

)
. Here

r, s � 0, and r � s. As before, each of the four faces of this polytope corresponds to a variable in the
homogeneous coordinate ring with xi corresponding to the ray ui . The toric variety X is obtained by
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blowing up a point on the projective space P2. One may compute CH1(X) = Z ⊕ Z. Therefore, in the
homogeneous coordinate ring of the toric variety, the variables have the following weights:

weight of x1 and x3 =
(

1
0

)
,

weight of x2 =
(

0
1

)
and

weight of x4 =
(−1

1

)
. (5.0.9)

Clearly the basic hypotheses in 3.3 are satisfied.
Observe that h(ui) = 0 for i = 1,2, and h(u3) = 〈( r−s

s

)
,
(−1

−1

)〉 = −r, h(u4) = 〈( 0
s

)
,
( 0

−1

)〉 = −s.

Therefore, Ē = r Z(x3) + sZ(x4).
We proceed to verify that the basic hypotheses in 3.3 and 3.4 are satisfied. Observe that n = 2 and

N = 4 in this example. We replace the divisor Ē by the linearly equivalent divisor r Z(x3 −x1)+ sZ(x4):
henceforth we will denote this divisor by E . Observe that since this is linearly equivalent to the divisor
r Z(x3) + sZ(x4), the global sections of the corresponding line bundle are isomorphic to the global
sections of the line bundle corresponding to the latter. We require r + s � 2. In this case the irrelevant
ideal is generated by x3x4, x1x4, x1x2, and x2x3. Making use of this fact, one may make the following
observations: The only points of intersection for two divisors Z(x1 − cx3) and Z(x2 − dx3x4), with
c,d �= 0 and c �= d are in the dense orbit. Two divisors Z(x1 − cx3) and Z(x1 − dx3) for c �= d do not
intersect. The only points of intersection for two divisors of the form Z(x2 −ax3x4) and Z(x2 − bx3x4),
with a,b �= 0, a �= b are the points with homogeneous coordinates x2 = 0 = x3 and x1 �= 0, x4 �= 0. By
the action of the torus G2

m these identity with a single point in the toric-variety under consideration.
The intersection |D1| ∩ |D2| has exactly this point in addition to the points in the dense torus, so that
M = m + 1, in this example. The two coordinates on the dense torus will be denoted (t1, t2): observe
that t1 = x1/x3 and t2 = x2/(x3.x4). In this case we choose the subsets J ′

1 = k∗ − { f1,1}, f1 �= 1 and
J ′

2 = k∗ −{ f2}, i.e. we need to remove two points t1 = f1 and t1 = 1 from the t1-axis. We only remove
the point t2 = f2 from the t2-axis. Observe as a result, that m = (c − 2)(c − 1) = c2 − 3c + 2 in this
example.

Now one may compute the intersection numbers Z(x1) • Z(x1) = 0, Z(x2) • Z(x1) = 1, Z(x1) •
Z(x4) = 1, Z(x1) • Z(x3) = 0, Z(x2) • Z(x2) = 1, Z(x3) • Z(x2) = 1, Z(x4) • Z(x2) = 0, Z(x3) • Z(x3) = 0,
Z(x4) • Z(x3) = 1 and Z(x4) • Z(x4) = −1. It follows that the conditions in (3.3.3) are satisfied.

Next one may readily verify all the hypotheses (1) through (3) in 3.4 are satisfied. Observe that
| J ′

1| = |k∗| − 2 and | J ′
2| = |k∗| − 1 in the definition of the divisors Di , i = 1,2. Denoting by (t1, t2) the

coordinates on the torus T = G2
m , and homogenizing using the technique in [7, Theorem 4], one sees

that the differential form

dt1 ∧ dt2∏n1−1
j=1 (t1 − b1( j)).

∏n2−1
j=1 (t2 − b2( j))

transforms to

xn1+n2−5
3 xn2−3

4 Ω∏n1−1
j=1 (x1 − b1( j)x3)

∏n2−1
j=1 (x2 − b2( j)x3x4)

.
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Moreover, one may verify that x1 and x3 have the same weight, and that x2 and x3x4 have the same
weight. The weight of xr

3xs
4 = ( r−s

s

)
which is also equal to the weight of (x1 − a1x3)

r−s(x2 − a2x3x4)
s .

These verify the hypothesis (4) in 3.4. Now we may choose

s0 = (x1 − f1x3)
r−s(x2 − f2x3x4)

s

(x3 − x1)r xs
4

,

where f i ∈ k∗ and h3 ∈ k∗ denote the chosen points. Clearly this section does not vanish at any of the
points Pi , i = 1, . . . ,m since the coordinates of these points are all different from f i . Recall also that
r + s � 2 by our assumption. Moreover, the arguments in the paragraph above show that indeed the
intersection

⋂2
i=1 |Di |∩ |E| is empty. We have therefore verified the hypotheses (5) and (6) in 3.4. The

hypothesis (7) is obviously satisfied since the rays corresponding to x3 and x4 are chosen as above.
Therefore, it suffices to estimate the parameters of the resulting code in this example.

Now one may compute the number of lattice points in the above polytope to be (s + 1)(r − s/2 + 1).
Next we consider the divisor D: we will choose this as in (3.3.2). Let T denote the two-dimensional

split torus G2
m and we will denote by (t1, t2) coordinates on this torus. The divisor D will be of the

form:

c−2∑
j=1

cl
(

Z
(
t1 − a1( j)

))+ cl
(

Z(t2 − f2)
)+

c−1∑
j=1

cl
(

Z
(
t2 − a2( j)

))+ cl
(

Z(t1 − f1)
)
. (5.0.10)

Upon homogenizing using the technique in [7, Theorem 4], and making use of the weights of the
variables as in (5.0.9), we obtain the following formulae for the divisor obtained by taking the closures
of each Z(ti − ai( j)), i = 1,2 and j = 1, . . . , c, respectively:

c−2∑
j=1

Z
(
x1 − a1( j)x3

)+ Z(x2 − f2x3x4) +
c−1∑
j=1

Z
(
x2 − a2( j)x3x4

)+ Z(x1 − f1x3). (5.0.11)

As shown above this is linearly equivalent to

(c − 1)Z(x1) + c Z(x2). (5.0.12)

The divisor D1 + D2 + K − E is linearly equivalent to (c − 2)Z(x1) + (c − 1)Z(x2) − (r + 1)Z(x3) −
(s + 1)Z(x4). Using the computation of the intersection numbers between the various toric divisors
above, one may compute the intersection number (D + K ′ − E) • Z(x1) = (D + K − E) • Z(x1) to be
c − 1 − (s + 1).

Next we proceed to estimate the parameter l as in Theorem 3.5. Therefore, suppose there are l
(0 � l � c) curves Z(x1 − a1( j)x3), j = 1, . . . , l (with ai( j) ∈ k) so that a nonzero rational function
f ∈ Γ (X,OX (D + K ′ − E)) vanishes identically on these curves, i.e.

div( f )0 − Z
(
x1 − a1( j)x3

)
� 0 (5.0.13)

for all j = 1, . . . , l. First an application of Proposition 4.16(ii) shows that

Γ

(
X,OX

(
D + K − E −

l∑
j=1

Z
(
x1 − a1( j)x3

))) �= {0}.



Author's personal copy

R. Joshua, R. Akhtar / Finite Fields and Their Applications 17 (2011) 15–50 43

(Observe that all the a1( j) �= 1 so that the hypotheses of this proposition are satisfied.) Now an ap-
plication of Lemma 4.18(i) with R = ∑l

j=1 Z(x1 − a1( j)x3), R̄ = l Z(x1) and S = D + K − E will show
that

Γ
(

X,OX
(

D + K − E − l Z(x1)
)) �= {0}.

Next we apply Lemma 4.18(iii) with S = D = D1 + D2, R = K − E −l Z(x1) and S̄ = (c−1)Z(x1)+c Z(x2)

to conclude that Γ (X,OX ((c − 1)Z(x1) + c Z(x2) + K − E − l Z(x1))) �= {0}. Another application of
Lemma 4.18(ii) with S = (c − 1)Z(x1) + c Z(x2) + K − l Z(x1), R = r Z(x3 − h3x1) + sZ(x4), and R̄ =
r Z(x3) + sZ(x4) shows that

Γ
(

X,OX
(
(c − 2)Z(x1) + (c − 1)Z(x2) − (r + 1)Z(x3) − (s + 1).Z(x4) − l Z(x1)

)) �= {0}.
(5.0.14)

Next we proceed to compute the support function associated to the divisor

(c − 2)Z(x1) + (c − 1)Z(x2) − (r + 1)Z(x3) − (s + 1).Z(x4).

This support function h (see [23, p. 72]) is given by h(e1) = −(c − 2) = −c + 2, h(e2) = −(c − 1) =
−c + 1, h(e3) = r + 1, and h(e4) = s + 1. It follows that the corresponding polytope is bounded by
the faces which are the lines x1 = −c + 2, x2 = −c + 1, x2 = −s − 1, and −x1 − x2 = r + 1: see figure
below.

The polytope corresponding to the line bundle in (5.0.14) has its first vertical face moved from
x1 = −c + 2 to x1 = −c + 2 + l. Since the global sections of the bundle is nonempty as shown
by (5.0.14), it follows that −c + l + 2 � −r − 1 + c − 1, and hence that

l � 2c − r − 4. (5.0.15)

Therefore, the number of k-rational points at which f vanishes is bounded above by

lc + c − s − 2 � 2c2 − rc − 4c + c − s − 2 � 2c2 − rc − 3c − s.

Henceforth we keep s, r so that c/5 > s > c/6 and 2c > r � (3/2)c; then 2c2 − rc − 3c − s � (1/2)c2 −
3c − 1/6c and c2 − 3c + 2 − (s + 1)(r − s/2 + 1) � (37/60)c2 − (307/60)c + 1. Therefore, we may
compute the parameters of the code C = C(X, E,P)⊥ as:

dimension(C) � c2 − 3c + 2 − (s + 1)(r − s/2 + 1) � (37/60)c2 − (307/60)c + 1,

distance(C) � c2 − 3c + 2 − 2c2 + rc + 3c + s � c2/2 + (1/6)c + 2. (5.0.16)
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One can see that letting c → ∞ (i.e. taking larger and larger field extensions of k), and keeping r and
s as above, we obtain a good family of codes this way.

Example 5.4. We begin with P2(1,1,2), a weighted projective space of dimension 2 where the
weights are (1,1,2). This is a toric variety with one singular point; its fan is given by e1 = ( 1

0

)
,

e2 = ( 0
1

)
, and e3 = −e1 − 2e2. If we resolve the singularity by blowing up the singular point, the

resulting nonsingular variety is precisely the Hirzebruch surface F2, that is, the total space of the
OP1 (−2)-bundle over P1. This the variety we consider in this example. The fan for X = F2 is the
refined normal fan consisting of the vectors

u1 =
(

1
0

)
, u2 =

(
0
1

)
, u3 =

(−1
−2

)
and u4 =

(
0

−1

)
.

We consider the polytope with vertices v1 = ( 0
0

)
, v2 = ( 2r

0

)
, v3 = ( 2r−2s

s

)
and v4 = ( 0

s

)
. Each of the

faces of this polytope corresponds to a variable in the homogeneous coordinate ring of F2 with xi

corresponding to the ray ui . Now one may compute the number of lattice points in the above polytope
to be (s+1)(2r − s+1). We will let the line bundle on X corresponding to this polytope be denoted L.

Note that h(ui) = 0 for i = 1,2 and h(u3) = 〈( 2r−2s
s

)
,
(−1

−2

)〉= −2r, h(u4) = 〈( 0
s

)
,
( 0

−1

)〉= −s. There-
fore, the above polytope corresponds to the divisor 2r Z(x3) + sZ(x4). We will replace this by the
linearly equivalent divisor E = 2r Z(x3 − x1) + sZ(x4).

Observe that CH1(F2) = Z ⊕ Z. Therefore, one may now compute the weights of the variables xi

as follows:

weight of x1 and x3 =
(

1
0

)
,

weight of x2 =
(

0
1

)
and

weight of x4 =
(−2

1

)
. (5.0.17)

Now one may compute the intersection numbers

Z(x1) • Z(x1) = 0, Z(x2) • Z(x1) = 1, Z(x1) • Z(x4) = 1, Z(x1) • Z(x3) = 0,

Z(x2) • Z(x2) = 2, Z(x3) • Z(x2) = 1, Z(x4) • Z(x2) = 0,

Z(x3) • Z(x3) = 0, Z(x4) • Z(x3) = 1, and Z(x4) • Z(x4) = −2.

One may show using these computations that the hypothesis in (3.3.3) is satisfied. In this case also
we choose the subsets J ′

1 = k∗ − { f1,1}, f1 �= 1, and J ′
2 = k∗ − { f2}, i.e. denoting the coordinates

on G2
m by (t1, t2), with t1 = x1/x3 and t2 = x2/(x2

3x4), we need to remove two points t1 = f1 and
t1 = 1 from the t1-axis and the point t2 = f2 from the t2-axis. Now |E| ∩ |D1| ∩ |D2| = ∅ (= the
empty set). Moreover, in this case also m = (c − 2)(c − 1) = c2 − 3c + 2 and M = m + 1 as in the
last example. Here D1 (D2) is given by the sum of the first (c − 1)-terms in (5.0.18) (the sum of
the remaining terms in (5.0.18), respectively). We skip the detailed computation of the intersection
|D1| ∩ |D2| which proceeds as in the last example, since the irrelevant ideal is the same. In view of
these, it is clear the basic hypotheses in 3.3 are satisfied.

We proceed to verify that the basic hypotheses in 3.4 are also satisfied. Observe that n = 2 and
N = 4 in this example. We will assume that r + s � 2 so that all the hypotheses (1) through (4) in 3.4
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are satisfied. Denoting by (t1, t2) the coordinates on the torus T = G2
m , and homogenizing using the

technique in [7, Theorem 4], one sees that the differential form

dt1 ∧ dt2∏n1−1
j=1 (t1 − b1( j))

∏n2−1
j=1 (t2 − b2( j))

transforms to

xn1+2n2−7
3 xn2−3

4 Ω∏n1−1
j=1 (x1 − b1( j)x3)

∏n2−1
j=1 (x2 − b2( j)x2

3x4)
.

Moreover, one may verify that x1 and x3 have the same weight, and that x2 and x2
3x4 have the same

weight. The weight of x2r
3 xs

4 is
( 2r−2s

s

)
which is the same as the weight of (x1 − a1x3)

2r−2s(x2 −
a2x2

3x4)
s . Therefore, we may choose

s0 = (x1 − f1x3)
2r−2s(x2 − f2x2

3x4)
s

(x3 − x1)2r xs
4

,

where f i ∈ k∗ denotes the chosen point. Clearly this section does not vanish at any of the points Pi ,
i = 1, . . . ,m since the coordinates of these points are all different from f i .

We have verified the hypotheses (5) and (6) in 3.4. The hypothesis (7) is obviously satisfied since
the rays corresponding to x3 and x4 are chosen as above. Therefore, it suffices to estimate the param-
eters of the resulting codes in this example.

Next we consider the divisor D: we will choose this as in 3.3.2. Let T denote the two-dimensional
split torus G2

m and we will denote by (t1, t2) coordinates on this torus. The divisor D will be of the
form:

c−2∑
j=1

cl
(

Z
(
t1 − a1( j)

))+ cl
(

Z(t2 − c1)
)+

c−1∑
j=1

cl
(

Z
(
t2 − a2( j)

))+ cl
(

Z(t1 − c1)
)
. (5.0.18)

Upon homogenizing using the technique in [7, Theorem 4], and making use of the weights of the vari-
ables as in (5.0.17) we obtain the following formulae for the divisor obtained by taking the closures
of each Z(ti − ai( j)), i = 1,2, and j = 1, . . . , c, respectively:

c−2∑
j=1

Z
(
x1 − a1( j)x3

)+ Z
(
x2 − c2x2

3x4
)+

c−1∑
j=1

Z
(
x2 − a2( j)x2

3x4
)+ Z(x1 − c1x3). (5.0.19)

As shown above this is linearly equivalent to

(c − 1)Z(x1) + c Z(x2). (5.0.20)

Now D1 + D2 + K − E is linearly equivalent to (c − 2)Z(x1) + (c − 1)Z(x2) − (2r + 1)Z(x3) − (s +
1).Z(x4). Then one may compute the intersection number (D + K ′ − E) • Z(x1) = (D + K − E) • Z(x1)

to be c − 1 − (s + 1) = c − s − 2.
Next we proceed to compute the support function associated with the divisor

(c − 2)Z(x1) + (c − 1)Z(x2) − (2r + 1)Z(x3) − (s + 1)Z(x4).
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This support function h (see [23, p. 72]) is given by h(e1) = −(c − 2) = −c + 2, h(e2) = −(c − 1) =
−c + 1, h(e3) = 2r + 1, and h(e4) = s + 1. It follows that the corresponding polytope is bounded by
the faces which are the lines x1 = −c + 1, x2 = −c + 1, x2 = −s − 1, and −x1 − 2x2 = 2r + 1: see the
figure below.

Next suppose there are l (0 � l � c) curves Z(x1 − a1( j)x3), j = 1, . . . , l (with ai( j) ∈ k) so that a
nonzero rational function f ∈ Γ (X,OX (D + K ′ − E)) vanishes identically on these curves, i.e.

div( f )0 − Z
(
x1 − a1( j)x3

)
� 0 (5.0.21)

for all j = 1, . . . , l. Now an argument as in the last example will show that −c + 2 + l � 2c − 2r − 3,
and hence that

l � 3c − 2r − 5. (5.0.22)

Therefore, the number of zeroes of f is bounded above by

lc + c − s − 2 � 3c2 − 2rc − 5c + c − s − 2 = 3c2 − 2rc − 4c − s − 2.

Henceforth we keep s so that c/10 > s > (1/12)c and (6/4)c > r � (5/4)c so that

c2 − 3c + 2 − 3c2 + 2rc + 4c + s + 2 � 1/2c2 + (13/12)c + 4 and(
c2 − 3c + 2

)− (s + 1)(2r − s + 1) �
(
c2 − 3c + 2

)−
(

c

10
+ 1

)(
3c − c

12
+ 1

)
= 17

24
c2 − 361

60
c + 1.

Therefore, we may compute the parameters of the code C = C(X,L,P)⊥ as:

dimension(C) � (17/24)c2 − (361/60)c + 1,

distance(C) � c2 − 3c + 2 − 3c2 + 2rc + 4c + s + 2 � c2/2 + (13/12)c + 4. (5.0.23)

One can see that letting c → ∞ (i.e. taking larger and larger field extensions of k), and keeping r
and s as above, we obtain a good family of codes this way.

Remark 5.5. One can also apply the same technique to construct similar codes from other Hirzebruch
surfaces. For example, for the Hirzebruch surface F3, we obtain codes with the following parameters:
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dimension(C) � (100/180)c2 − (584/60)c + 1,

distance(C) � (21/8)c2 + (37/18)c + 4. (5.0.24)

6. Application I: The construction of quantum stabilizer codes from toric varieties

We will begin by reviewing briefly the construction of quantum stabilizer codes from codes
containing their dual codes. The construction of quantum codes as stabilizer codes is now a well-
developed technique for producing quantum codes: see [11] for a detailed account. Moreover, the
technique of producing stabilizer codes starting with a classical code containing its dual is now well
known: this is the so-called Calderbank–Shor–Steane technique as developed in [9,25] and [26].

We will presently provide a brief outline of some of these to make the paper self-contained. We
start with a triple D ′ ⊇ D ⊇ D⊥ of binary codes, i.e. over the field F2, where D is an [n,k,d]-code
containing its dual D⊥ , and D ′ is a larger [n,k′]-code with k′ � k + 2. Let G be a generator matrix
of D , and let G ′ be a matrix such that

( G
G ′
)

is a generator matrix for the code D ′ . Denote by d′
2

the second generalized weight of D ′ , i.e., the minimum weight of the bit-wise OR of two different

nonzero codewords. Form the code C ⊆ F2n
2 with the generator matrix

( G 0
0 G
G ′ G ′′

)
where the matrix G ′′

is obtained from G ′ by permuting its rows so that no row stays in its place. Fix the following F2-linear
isomorphism between F2n

2 and Fn
4 by mapping (x1, . . . , xn, y1, . . . , yn) in F2n

2 to ((x1, y1), . . . , (xn, yn))

in (F2
2)

n , and then identifying F2
2 and F4 by (0,0) = 0, (0,1) = ε , (1,0) = ε̄ , (1,1) = 1. The image of

the code C under this map is F ⊆ Fn
4. Its parameters have been estimated in [2, Section 2]:

kF = k + k′ and

dF � min
(
d,d′

2

)
. (6.0.25)

One defines a symplectic form ω on F as follows. Let x = (a1, . . . ,an,b1, . . . ,bn) and x′ =
(a′

1, . . . ,a′
n,b′

1, . . . ,b′
n). We choose the above identification between Fn

4 and F2n
2 . In the basis of F2n

2
the form ω is defined by the formula ω(x, x′) = ∑n

j=1 a jb′
j + a′

jb j . Then it is shown in [2, Section 2]
that F contains F ω; the latter is the set of the words in F n

4 orthogonal to all the words in F using
the form ω.

The parameters of the corresponding quantum stabilizer codes have been computed in [2, Corol-
lary 1] and they are:

kQ = k + k′ − n, dQ � min
(
d,d′

2

)
� min

(
d,

3d′

2

)
. (6.0.26)

Next one starts with codes C and C⊥ over the field F22t with C⊥ ⊆ C . Symbol-wise expansion, i.e.
expressing a point of F22t with respect to the standard basis of the F2-vector space F22t , produces
two binary codes D and D⊥ . Then it is known that D⊥ ⊆ D and also that D⊥ is the binary dual of
the code D . If the code C has parameters, n, k and d, then the parameters of D are easily seen to be
given by nD = 2tn, kD = 2tk and dD � d.

On the other hand, the technique of producing classical codes starting with algebraic curves de-
fined over a finite field is now well known, having originally developed by Goppa. A way of combining
all of the above to produce quantum stabilizer codes starting with algebraic curves defined over fi-
nite fields was worked out in the relatively recent paper [2, Section 4]. Here a key role is played by
the residue theorem for curves (see [17, Theorem 7.14.2]) to produce classical codes D ′ ⊇ D ⊇ D⊥ as
needed in the construction of quantum stabilizer codes discussed above.

In the rest of this section we will adapt the standard algebraic-geometry constructions of codes
that contain their dual codes and quantum codes: the basic constructions so far have been done
only for curves making use of the classical residue theorem for curves (as in [17, Chapter III, Theo-
rem 7.14.2]). In the place of this classical residue theorem, we will use the results on toric residues
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we proved in the last two sections. What is required is a triple C ′ ⊇ C ⊇ C⊥ of codes defined over F2t

with good parameters.

6.1. Choice of divisors

We will choose two effective divisors E and E ′ so that E ′ � E: for example if we choose E as
in 3.4(5), then we may let E ′ = e′

d+1 Z(xd+1 − hd+1ψd+1) + · · · + e′
N Z(xN − hNψN ) where e′

i is a non-
negative integer 1 � e′

i � ei , i = n + 1, . . . , N . Clearly C(X,OX (E ′),P) ⊆ C(X,OX (E),P), and hence
C(X,OX (E ′),P)⊥ ⊇ C(X,OX (E),P)⊥ . Therefore, we will then let C ′ = C(X,OX (E ′),P)⊥ .

Next we will apply this to the two examples worked out in the last section. (In both these cases
c = 22t − 1.)

Example 6.1. The projective space P2P2P2 with a point blown-up. In this case we chose positive integers
r, r′, s, s′ , so that 2c > r � r′ > (3/2)c and c/5 > s � s′ > (1/6)c. Therefore, the parameters of the
corresponding quantum stabilizer codes are given by

kQ = 2t.
(
k + k′ − n

)
� 2t

(
(37/60)c2 + (37/60)c2 − (307/60)c − (307/60)c + 2 − (

c2 − 3c + 2
))

= 2t
(
(14/60)c2 − (434/60)c

)
and

dQ = min
(
d,3/2d′)� c2/2 + (1/6)c + 2. (6.1.1)

Example 6.2. The Hirzebruch surface F2F2F2. In this case we choose positive integers r, r′, s, s′ , so that
(6/4)c > r � r′ > (5/4)c and c/10 > s � s′ > (1/12)c. Therefore, the parameters of the corresponding
quantum stabilizer codes are given by

kQ = 2t
(
k + k′ − n

)
� 2t

(
(17/24)c2 + (17/24)c2 − (361/60)c − (361/60)c + 2 − (

c2 − 3c + 2
))

= 2t
(
(10/24)c2 − (271/30)c

)
and

dQ = min
(
d,3/2d′)� c2/2 + (13/12)c + 4. (6.1.2)

Example 6.3. The Hirzebruch surface F3F3F3 . In this case the parameters of the corresponding quantum
stabilizer codes are given by

kQ = 2t
(
k + k′ − n

)
� 2t

(
(100/180)c2 + (100/180)c2 − (584/60)c − (584/60)c + 2 − (

c2 − 3c + 2
))

= 2t
(
(20/180)c2 − (494/30)c

)
and

dQ = min
(
d,3/2d′)� (21/8)c2 + (37/18)c + 4. (6.1.3)

Remarks 6.4. 1. Unfortunately, the polytope structure for P2 seems to be such that no construction
of quantum stabilizer codes seems possible using it. Here the main difficulty seems to be the shape
of the polytope, which has only three faces: the first formula in (6.0.26) seems to require a bit more
flexibility on the polytope so that the parameter kQ will be positive.

2. The above constructions do not yet yield a good family of quantum codes. The difficulty is because
c = 22t − 1 in this case, nQ is essentially the same as 2tc2 when t and c are large and because dQ

as above does not involve an extra factor of 2t . Therefore, while the ratio kQ /nQ remains bounded
away from 0 as t → ∞, the ratio dQ /nQ does go to zero as t → ∞. We plan to pursue these issues
in detail elsewhere: see [18] and [19].
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7. Application II: Decryption of toric evaluation codes

So far the only decryption technique that seems to be known in the toric context is for the dual
codes associated to toric evaluation codes, and not for the toric evaluation codes themselves. The reason
for this restriction is that one needs to know a parity check matrix for the code in question, which
for the dual code associated to a toric evaluation code is the generator matrix for the toric evaluation
code. For the toric evaluation codes themselves, the parity check matrix would arise as a generator
matrix for the dual code. The explicit construction of toric residue codes provides generator matrices
for these toric residue codes. Corollary 4.11 then shows that these provide generator matrices for the
duals of toric evaluation codes. Clearly these are parity check matrices for the toric evaluation codes.
Now one may apply the standard technique discussed in [16, Chapter 6]. We plan to explore this idea
in more detail in future work.
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Appendix A. Frobenius splitting

In this section we will summarize some of the key results on Frobenius splitting over finite fields
that we have used in the body of the paper. Most of these appear in [3, Chapter 1], where they are
only stated over algebraically closed fields.

Let X denote a regular scheme of finite type over a field k of characteristic p. Let F : X → X
denote the absolute Frobenius morphism, i.e. it is the identity on the underlying topological spaces
and is the p-th power map on the structure sheaf. X is Frobenius split if there is an OX -linear map
φ : F∗(OX ) → OX so that the composition φ ◦ F # is the identity map of OX . (Here F # : OX → F∗(OX )

is the obvious map.) One may observe that the splitting map φ is nothing but an endomorphism
φ : OX → OX of the sheaf OX , viewed only as an abelian sheaf, and satisfying: (a) φ( f p .g) = f .φ(g),
f , g ∈ OX and (b) φ(1) = 1. If Y is a closed subscheme of X defined by the sheaf of ideals I , φ

compatibly splits Y if φ(F∗(I)) = I .

Proposition A.1. (See [3, 1.3.11 Proposition].) Let X denote a regular and projective scheme of finite type
over the finite field k and of pure dimension d. If there exists σ ∈ H0(X,ω−1

X ) with divisor of zeros (σ )0 =
Y1 + · · · + Yd + Z where Y1, . . . , Yd are prime divisors intersecting transversally at a point x (i.e. there exists
a regular system of parameters t1, . . . , td with ti defining Yi locally at x) and Z is an effective divisor not
containing x, then σ p−1 ∈ H0(X,ω

1−p
X ) splits X compatibly with Y1, . . . , Yd.

Corollary A.2. (See [3, 1.3.E.6].) Let X denote a regular toric variety for a torus T over k so that all the T -orbits
are split tori. Then X is Frobenius split compatibly with the boundary divisor of X , which will be denoted δX.

Proof. Let d = dimk(X) and let t1, . . . , td denote the coordinates on T coming from the d-factors Gm

in T . Let θ = dt1∧···∧dtd
t1···td

∈ H0(X,ωX (δX)). Thus σ = θ−1 ∈ H0(X,ω−1
X ) and (σ )0 = Y1 + · · ·+ Yd where

the Yi are the prime divisors in δX . Now the last proposition applies. �
Remark A.3. After a finite base extension of the ground field, we may assume that all T -orbits are
split tori, and hence that the above hypotheses are satisfied by all regular toric varieties, after possibly
a finite field extension.

Corollary A.4 (Kodaira vanishing). (See [3, 1.2.9 Theorem].) Let X denote a projective, regular toric variety
over a field k so that all the T -orbits are split tori. Then Hi(X,L ⊗ ωX ) = 0 for all i � 1 and all ample line
bundles L on X.
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Proof. First Hi(X,L−ν) = 0 for all ν � 0 and i � dimk(X) − 1 by Grothendieck duality: see [1, (1.3)].
Now Frobenius splitting implies that Hi(X,L−1) is a split summand of Hi(X,L−pν

) for any positive
integer ν . This implies Hi(X,L−1) = 0 for all i � dimk(X) − 1. Finally Serre duality (see [1, (1.2)])
shows Hi(X,L ⊗ ωX ) = 0 for all i � 1. �
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